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Abstract

Storage as a Service (SaS) platforms provide users with a convenient and cost effective way to 
store and share data. The scale and distribution of data in SaS is such that existing signature 
detection techniques are not suited to the task of analysing data in these platforms. To 
maintain a practical and effective digital forensic capability, a new approach to the detection 
of target data in such platforms is required. This paper analyses the potential impact of the 
widespread use of SaS in particular object storage platforms, has on digital forensic 
investigations and identifies the key challenges to be overcome. The focus of the paper is the 
development of a model to distribute the signature detection process in a way that minimises 
the quantity of resources required to carry out signature detection while at the same time 
maintaining the accuracy of current techniques and achieving signature detection within 
appropriate temporal boundaries. 
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1 Introduction

There has been an explosive growth in the quantity of data stored in SaS platforms. 
Data from both fixed and mobile devices is routinely stored in “the cloud”. Along 
with the vast quantity of data (Osborne & Slay, 2011) another characteristic of SaS is 
the distribution of data across many different storage devices. Distribution provides 
resilience and the ability to recover data in the event of a device failure. 
Unfortunately the existing image, analyse, present (Grobler, Louwrens, & von 
Solms, 2010) paradigm of digital forensics is not well equipped to process large scale 
distributed data (F. Anwar & Anwar, 2011). In particular, the automated signature 
detection process where each file on a storage device has its hash value computed 
and compared with a local signature library is infeasible in a distributed 
environment. 

From a practical perspective, it is not possible to image the many thousands of 
devices, which make up a SaS platform. Ethically imaging these devices in a multi-
tenancy environment (Naqvi, Dallons, & Ponsard, 2010) would also be questionable 
(Burd, Jones, & Seazzu, 2011). Another approach to the preservation, analysis and 
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representation of evidence is required. Fortunately, SaS environments routinely 
generate and check hash values to validate the integrity of the data they store. These 
hash values can be extracted for use in the signature detection process. However, 
there are still challenges to be overcome, firstly the processing requirements for 
analysing potentially billions of files with a signature library containing the 
signatures of known target files makes analysis using a single machine infeasible. 
Secondly, as the signature libraries used in digital forensics contain many millions of 
signatures. Distributing the signatures to multiple analysis nodes will become 
infeasible as the number of nodes required carry out signature detection within 
reasonable temporal constraints grows.

To achieve the scalability essential to carrying out signature detection in a large 
distributed environment. A model is required to reduce the burden of signature 
distribution while maintaining the accuracy of the search process. This paper 
proposes a novel model to minimise the amount of data required to carry out 
signature detection using multiple analysis nodes.  The layout of the remainder of 
this paper is as follows, related work is detailed in section two followed by a 
description of our model in section three. Section four describes the experiments 
carried out to validate our model and finally section five concludes with our findings 
and proposes future work.

2 Related Work

Object storage services such as Amazon’s Simple Storage Service (S3) described in 
(Palankar, Iamnitchi, Ripeanu, & Garfinkel, 2008) provide users with a flexible and 
efficient mechanism to store and share their data. They are examples of a subset of 
Infrastructure as a Service (Rimal, Choi, & Lumb, 2009) providing the storage 
component. These types of service have a low barrier to entry often providing a 
limited amount of free storage. By virtue of the scalable elastic nature of these 
platforms (Delic & Walker, 2008) a pay as you use model similar to that of utility 
companies (Foster, Zhao, Raicu, & Lu, 2008) (Armbrust et al., 2009) is offered. The 
detection of illicit data stored in these large-scale storage platforms is the target of 
the forensic analysis techniques proposed in this paper.

Current digital forensics techniques require physical access to the storage device(s) 
under investigation.  This prerequisite exists due to the requirement to preserve 
evidence by imaging the device  and carrying out analysis on the image (Allen, 
2005). This type of approach is not feasible when analysing large-scale highly 
distributed storage platforms. The storage and bandwidth requirements for carrying 
out such a task are unrealistic and the ethicacy (Reilly, Wren, & Berry, 2010) of 
imaging a repository storing data belonging to many thousands of concurrent users 
would be questionable. 

Much work has been carried out to leverage the resources of cloud computing 
against the task of forensic analysis (SL Garfinkel, 2007). To overcome the 
challenges associated with the increasing complexity of cases and capacity of 
modern storage device (Roussev & Richard III, 2004). The authors (Richard & 
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Roussev, 2006) identified the acquisition phase of the forensic analysis process as 
being untenable and proposed a system where multiple worker nodes carry out 
analysis of an image that has been read into memory once. To reduce the time 
required for analysis by concurrently analysing the image rather than using the 
sequential approach employed by conventional techniques.

Some work focussed on extending the capability of existing digital forensic 
techniques used to analyse storage devices to distributed storage. The Forweb search 
technique proposed by (Haggerty, Llewellyn-Jones, & Taylor, 2008) retrieved blocks 
from image files found on the world wide web using a crawler. The blocks were 
analysed using the Forsigs (Haggerty & Taylor, 2006) technique to determine 
whether a files signature matched that of a signature in the signature library. The 
technique was accurate but only when applied to a narrow selection of file types 
(typically JPG, PDF ,GIF) and the reliance on a single host limited the scalability of 
this approach. 

Work has also been carried out to detect copyright infringing content in content 
delivery networks (Hui, Yin, & Lin, 2009), (Yin, Hui, Li, Lin, & Zhu, 2012). This 
work was also content/format specific. Similarly techniques for the forensic analysis 
of Eucalyptus where proposed by (F. Anwar & Anwar, 2011) with the goal of 
detecting evidence of an attack. While this work is related to our own, the scope is 
very different with a focus on auditing rather than automated signature detection.

Our previous approach  reduced  the requirement to transfer large amounts of data in 
the analysis process by analysing domain specific enhancements to the search 
technique. We posited that a two stage search with reduced length signatures could 
achieve a reduction in the required data transfer. Further analysis indicates that when 
using our previous scheme (Hegarty, Merabti, Shi, & Askwith, 2011) scalability 
could be limited if large numbers of stage two searches are required. This is due to 
the reliance on a single node to provide the stage two signatures or carry out stage 
two signature detection. 

3 Distributed Signature Detection

Due to the distribution and scale of data found in SaS platforms, a distributed 
signature detection technique is required. To overcome the limited scalability of 
existing signature detection techniques that rely on a single host computer, there are 
some challenges to be overcome. The first of which is how to affectively distribute 
the signature libraries used in the signature detection process efficiently? To 
overcome this challenge we propose a scheme to reduce the burden imposed through 
replicating and distributing the signature library to each of the distributed analysis 
nodes.

The hash values used as signatures in conventional signature detection techniques 
have the ability to represent a tremendous number of unique files. With MD5(Rivest, 
R., 1992) capable of representing 2128 unique files. The probability of a hash value 
collision occurring is practically zero. While this collision resistance is necessary 



Proceedings of the Seventh International 
Workshop on Digital Forensics & Incident Analysis (WDFIA 2012)

30

when hash values are used as signatures in a digital forensic investigation. When 
there is the requirement to distribute many millions of them for use in a distributed 
signature detection process, the length of such signatures becomes undesirable. 

We propose a model in which the hash values used as signatures are partitioned 
using two separate techniques.  Then utilised in a two stage search to identify target 
files within a distributed storage environment. The model takes into account the 
number of analysis nodes, number of files undergoing analysis and the number of 
signatures in the signature library. 

The general model we are proposing selects the first n bits of a hash value for stage 
one signature detection and uses the remainder of the hash value as the stage two 
signature. The stage one signatures are sorted and distributed to each analysis node 
and the stage two signatures partitioned with each node receiving an equal number of 
signatures as illustrated by the example in Figure 1.

Stage One Signatures Stage Two Signatures
Prefix All Nodes

00125 102948567459201010102939494
10203 9002099200BG191010888819EFE0-3
30101 FF901803715018843AB18102937

Node 
1

69011 820010380116368297462891011
79202 AA91828477391275659102828344-7
70202 B9182818729184753690182764B

Node 
2

97859 01928385729192B735678190091
A0191 8191183764546789127171719018-B
B9482 2112132784782B918292813AB98

Node 
3

E9101 888120937476292373649110929
E9991 123876535198827271619BB1982C-F
F0101 EEF772181008281719127912799

Node 
4

<-20bits-> <-108bits->

Figure 1: Signature Distribution

The partitioning of the first stage signatures results in a reduction in the signature 
length at the cost of accuracy. The collision rate increases due to the capacity of the 
signature set made up of n length signatures reducing along with l the signature 
length. We calculate s the number of stage one signatures for various signature 
lengths using our algorithm shown in Equation 1. 

x = The number of hash values input

z = The smaller of number of initial hash value 
and 2l

l = Signature length in bits

h = Length of original hash value

Equation 1: Number of Stage One Signatures
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With the addition of signatures to the set the probability of a signature being unique 
falls. To calculate s the total number of signatures in the stage one signature set we 
sum the probability that each of the signatures added to the set is unique. For each 
stage one signature generated from the signature library x we determine the 
probability of each signature being unique by dividing 1 over i the probable number 
of signatures already in the set. We then multiply the total by 2l the capacity of the 
signature set.

x = Number of hash values input

z = The smaller of number of initial hash value 
and 2h-l

l = Signature length in bits

h = Length of original hash value

Equation 2: Number of Stage Two Signatures

Equation 2 calculates y the number of stage two signatures in similar fashion. The 
capacity of the signature set represented by the final term  in Equation 2 is 
calculated by subtracting l the stage one signature length from h the length of the 
hash value used in the original signature set. 

Using the calculated number of stage one signatures it is possible to determine the 
rate at which matches will occur, in the stage one search due to the use of a reduced 
signature length. The stage two search is then used to confirm each match. It should 
be noted that as the model uses the first n bits of the original hash value as the stage 
one signature no false negatives can occur, only false positives. In Equation 3 we 
calculate r the probable rate of stage one matches by dividing the number of stage 
one signatures s by the capacity of the stage one signature set 2l.

s = Number of stage one signatures

l = Length of stage one signatures

Equation 3: Probable Rate of Stage One Matches

By taking into account the number of stage one and stage two signatures in 
combination with the probable rate of stage one matches and the number of analysis 
nodes .We are able to calculate which stage one signature length results in the lowest 
overall data transfer. If we assume that, each analysis node processes an equal 
fraction of the files. Our algorithm shown in Equation 4 calculates the total amount 
of data transferred during signature detection. Using this calculation we can measure 
the impact adding analysis nodes has on the amount of data required for analysis.
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l = Length of the stage one signatures

s = The number of stage one signatures

h = Length of original hash value

y = The number of stage two signatures 

n = The number of analysis nodes

r = The rate of stage one matches

f = The number of files 

 Equation 4: Total Data Transfer Required for Analysis

The amount of data required for the first stage search is calculated by multiplying l 
the signature length by s the number of stage one signatures. As the stage two 
signature set is evenly distributed across the analysis nodes the amount of data 
required by each analysis node is approximately equal. The amount of data required 
for the second stage search at each node is calculated as h the initial hash value 
length minus l the length of the stage one signatures multiplied by y the number of 
stage two signatures, divided by n the number of nodes. Combining the quantity of 
stage one and stage two data required gives the total amount of data required by each 
node.

Figure 2: Analysis Node Collaboration

The benefit of the stage two signature set being distributed evenly across the nodes is 
a reduction in the duplication of data distributed to each of the analysis nodes. The 
drawback is that further data transfer is required when a stage one match occurs at a 
node that does not hold the corresponding stage two signatures. This is illustrated by 
the example in Figure 2 where two nodes carry out analysis, the left hand node does 
not require collaboration, but the right hand node does resulting in extra data 
transfer. 

To calculate the amount of data transferred between analysis nodes to facilitate stage 
two signature detection. We calculate the probable number of stage one matches by 
multiplying r the rate of stage one matches by f/n the number of files at each analysis 
node. We then factor in the probability that the second stage search must take place 
at a node other than the node that detected the first stage match. Calculated as 1-1/n 

Stage One

Stage2

Node 2

File Signatures

Stage One Signatures

Stage  Two 
Signatures

Node 1

File Signatures

Stage One Signatures

Stage  Two 
Signatures
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where n is the number of nodes used in the analysis process. Obviously as the 
number of nodes increases so does the probability that the signatures required for the 
second stage node will reside at a different node. The additional data transferred per 
node is added to the previous total amount of data required per node. The result of 
which is multiplied by n the number of nodes to calculate d the total amount of data 
transferred during analysis by all nodes.

4 Experimental Results & Analysis

To validate our model we created a Python script, which conducted two stage 
signature detection using the optimal signature lengths calculated by our model for 
various numbers of files, signatures and analysis nodes. We then compared the 
resulting amount of data required for analysis with that predicted by our model 
illustrated in light grey on each of the graphs. 

The application generated two unique sets of MD5 hash values from random data. 
The first represented the signature library being used in the analysis process and the 
second the files undergoing analysis at a single analysis node. Stage one and stage 
two signature sets where created from the signature library. The stage one signatures 
where created by selecting the first n bits of each MD5 hash value as indicated by 
our model. The remaining bits of each hash value were used as stage two signatures. 
The number of stage two signatures was limited to the fraction of the stage two 
signature set that each analysis node would contain. The total amount of data 
required for analysis at each node was calculated by measuring the number of 
elements in the first and second stage signature sets and multiplying them by their 
respective signature lengths.

Signature detection was carried out by processing each file signature to produce a 
stage one signature of the length specified by our model. The stage one file signature 
was compared with the stage one signature set. If a match occurred the 
corresponding stage two signature file signature was generated and compared with 
the stage two signature set. 

To account for the additional data transfer required when a second stage file 
signature needed to be transferred to a different analysis node. Each time a second 

round search was required an additional  bits where added to the 
total amount of data required for analysis. The total amount of data required by all 
analysis nodes was then calculated by multiplying the total amount of data per node 
by the number of analysis nodes in use.
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Figure 3: Data Transfer Required for Analysis with a 1:1 Signature to File 
Ratio

In the first experiment we searched 1 million files for 1 million signatures in order to 
determine how closely our model reflects the actual outcome and identify a trend in 
the data. Both the first experiment and subsequent experiments were repeated 100 
times to enable an average to be calculated. The results are illustrated in Figure 3 
note the logarithmic scale. In each experiment the total amount of data required to 
distributed the entire MD5 signature set to each node was calculated and used as the 
conventional total for comparison. 

Figure 4: Data Transfer Required with a 1:100 File to Signature Ratio

Two further experiments were carried out using different signature to file ratios to 
illustrate the impact this variation had on the accuracy and scalability of our model. 
Figure 4 illustrates the total amount of data transferred when 10,000 files were 
compared with 1 million signatures. The result was a much flatter curve, with the 
total amount of data required quickly reaching a plateau where the addition of more 
analysis nodes resulted in a negligible increase in the amount of data required for 
analysis. The converse was true when the file to signature ratio was increased as 
illustrated by Figure 5. The curve took much longer to reach a plateau indicating that 
the addition of analysis nodes drove up the amount of data required more sharply. 
This was due to the increased number of files being analysed at each node leading to 
the requirement to use longer stage one signatures, to reduce the false positive rate of 
the first stage search. Resulting in an increase in the quantity of data transferred to 
each node. These signatures where duplicated in the distribution process requiring a 
large amount of data transfer making the curve more pronounced. The curve 
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eventually flattens with the addition of more analysis nodes, reducing the required 
length of the stage one signatures.

Figure 5: Data Transfer Required with a 100:1 File to Signature Ratio

There is still a considerable reduction in the quantity of data required for analysis in 
all cases in comparison with the conventional approach. Our experiments were 
carried out using data that resulted in zero second stage matches; there would be 
additional data transfer above what the model predicts when matches are present 
between the file set and signature library. However, the total amount of data transfer 
would still be lower than if the full MD5 hash values where distributed to each node.

5 Conclusions & Further Work

The data from our experiments indicates that our model can accurately quantify the 
total amount of data that will be transferred when distributed two stage signature 
detection is carried out using varying numbers of analysis nodes. 

We overcome the limitations of our previous scheme (Hegarty et al., 2011), by 
removing the reliance on a single node to provide the second stage signatures. As 
this restricted the scalability of the approach, particularly when large numbers of 
stage two searches were required. The main contribution this paper makes is a 
technique that reduces and quantifies the amount of data required for distributed 
signature detection. This enables informed decisions to be made about the number of 
analysis nodes to employ in the signature detection process. As the time for data 
transfer is proportional to the amount of data transferred, our model can quantify the 
time required for transfer if the availability of bandwidth is known.

Further investigation is required to calculate the time complexity of the two stage 
search technique utilised in this paper. The focus on data quantity was deliberate as it 
is likely that the network component of the platform will be the bottleneck in the data 
intensive task of distributed signature detection.
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