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Abstract 

Information Systems Security is generally recognized as a small subfield of the 
larger field of Information Systems. A literature analysis of articles published in the 
field of Information Systems Security in the years 1995-2005 is presented. Results 
from the analysis suggested showed that the mix of article content in this subfield 
favored articles without data. This finding, along with other related findings suggests 
that the field is in a relatively early state with respect to scientific maturity. 
Comprehensive literature review articles published in high impact Information 
Systems journals and a journal dedicated to the subfield may help ISS to progress 
into a more scientifically mature phase. 
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1. Introduction 

Empirical research provides the substantive basis for advances in social science. In 
the field of Information Systems (IS), a variety of authors have reviewed the state of 
empirical literature in the field with an eye towards identifying paradigms, trends, 
and patterns that help to understand the direction and future needs for research. 
Benbasat and Zmud (Benbasat and Zmud, 1999) commented that the field’s 
“continuing emphasis on performing rigorous research has paid off,” with respect to 
the quality of published research. Claver, Gonzalez, and Llopis (2000) reviewed 16 
years of research in Information Systems and found that as the field matured there 
was an “increase in the number of empirical articles over theoretical ones,” and that 
“the most frequent of the empirical studies is the field study, followed by the case 
study.” Interestingly, their data also showed a gradual decline in the amount of 
research on information security between 1981 (5.5% of articles in IS) and 1989 
(0.4% of articles in IS), after which the percentage began to climb. Vessey (2002) 
reviewed the diversity of IS research between 1995 and 1999. She found that most 
studies used a hypothetico-deductive approach, although the reference disciplines 
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used by the researchers were highly variable. Looking across the past two or three 
decades, then, the IS field has adopted a range of the available methodological 
approaches from the social sciences and employed them in the service of conducting 
and publishing more and more rigorous research. 

What is true for the field as a whole, however, is not necessarily true of every 
subfield. In the subfield of Information Systems Security (ISS), which began to 
flourish only with the onset of the widespread use of the Internet in the early 1990s, 
the use of empirical methods to explore security-related phenomena may not reflect 
the same trends as in the larger field of IS. In particular Kotulic and Clark (2004) 
have commented that conducting security research, particularly in organizational 
contexts provides unique challenges because of the sensitivity of the subject matter.  
To use an analogy, organized studies of public health occurred no later than the early 
1800s (e.g., John Snow’s studies of drinking water and cholera in London), but the 
first large scale public health studies of sexuality did not begin until at least a century 
later (e.g., the infamous Tuskeegee syphilis study). Information security breaches are 
a matter that most organizations are highly reluctant to discuss, particularly with 
outsiders such as academic researchers whose primary intention is to publish their 
findings. Nonetheless, as the analogy shows, difficult, sensitive, and private 
behaviors are subject to scientific study, given sufficient creativity and persistence by 
researchers.  

Thus, the purpose of this paper is to examine the extent to which researchers in 
Information Systems Security (ISS) have begun to conduct the rigorous empirical 
research that marks a more mature field or subfield. Alternatively, if a majority of the 
research is non-empirical – theory and conceptual development, or editorial 
expressions of opinion and analysis – then it may be possible to conclude that the 
ISS subfield is still in a relatively immature state. This paper does not attempt to 
make a value judgment on the significance or contribution of particular pieces of 
research – whether conceptual or empirical – but rather tries to ascertain the state of 
literature in ISS to provide an informative picture that can guide future research. 

2. Background 

In the Structure of Scientific Revolutions, Kuhn (1970) describes three phases of 
development in which research activity occurs. The pre-scientific phase is marked by 
a lack of consensus on theory and methods, the normal phase includes the production 
of a substantial amount of research under conditions of consensus about theories and 
methods, and the transition phase includes various crises in which the theories and 
methods of the current paradigms of normal science are shown to produce results 
incommensurable with current assumptions. Physics has passed through several such 
periods including the shift from Newtonian physics to the ideas of relativity 
introduced by Einstein. Psychology has also witnessed several paradigm shifts 
including the rise and fall of Skinnerian behaviorism.  



Proceedings of the International Symposium on 
Human Aspects of Information Security & Assurance (HAISA 2007) 

143

Of primary relevance to this paper, the pre-scientific period in a field includes 
multiple divergent attempts to develop conceptual frameworks that will serve as the 
basis of future empirical research and theory development. Note that Kuhn did not 
intend the term pre-scientific as pejorative toward the skills and knowledge of 
researchers and academics active in a newly emerging field, but rather as a gross 
categorization of the level of consensus in the community about what to study and 
how to study it. While empirical research does occur during the pre-scientific period, 
its prevalence relative to non-empirical work is likely to be low. Likewise, among 
the non-empirical work, there is likely to be a wide variety of writings, including 
material intended to advance a particular theoretical perspective, material that 
editorializes for or against the importance of a particular problem, and material that 
seeks to persuade researchers of the superiority of a particular viewpoint or 
perspective.  

The goal of the literature analysis presented below was to examine whether the 
patterns of publication in the subfield of ISS over the last decade (1995-2005) fit 
Kuhn’s notion of a field in its pre-scientific phase. These patterns would primarily 
appear on the basis of examining the topic matter of the literature over time and most 
importantly the evidentiary mix appearing in the literature. Literature may contain 
the author’s opinions, analysis of previously published literature or archival 
materials, evidence from simulations or generated data, evidence from laboratory 
settings, or evidence from in vivo (field) settings. Some articles may contain more 
than one type of evidence. A preponderance of articles containing archival, 
simulated, laboratory, or field data, collected and analyzed in the context of a 
particular theoretical paradigm, would be indicative of a normal science phase. A 
preponderance of articles containing authorial opinions and/or analysis of previous 
literature, suggesting pre-consensus attempts at conceptual and theoretical 
development, would be indicative of a pre-scientific phase. To this end, a rough 
hierarchy of article types appears in Table 1. 

In addition to examining the types of articles over time, it may be fruitful to check a 
few other sources of information. For example, citation rates of articles can help to 
indicate the extent to which a research area is consolidating itself around a particular 
perspective or framework. In addition, to assess the notion that information security 
research was difficult at first because of the sensitivity issues, but has become easier 
over time, it may be useful to examine the evolution of sample sizes over time. A 
pattern of increasing sample sizes may indicate a move from conceptual articles 
toward empirical articles. 
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Type Mix of Evidence 
Editorial Primarily authorial opinion, possibly supplemented by basic 

discussion of previous literature or anecdotal practitioner material. 
Example article: Darragh and Darragh (2001). 

Developmental Systematic analysis of previous literature focused on development 
of conceptual or theoretical frameworks. Possible limited use of 
small-N techniques such as case studies to support development. 
Example article: Gonzalez and Sawicka (2002). 

Pragmatic Studies involving the use of small-N techniques, simulations, 
design exercises, and other evidence collected and analyzed 
without use of an orthodox theoretical and measurement context. 
Example article: Schwartz and Zalewski (1999). 

Empirical Data-based studies that collect and analyze data within the context 
of an accepted conceptual or theoretical framework. Laboratory, 
field, or archival data studies that try to confirm, modify, or extend 
existing frameworks. Example: Straub and Welke (1998). 
Table 1: Research Articles and Evidence Types 

3. Method 

3.1 Article Selection 

Publications from peer reviewed journal articles and archival, published conference 
proceedings (e.g., by the Association for Computing Machinery) were included in 
the data set. Publications were located through searches in major databases 
containing Information Systems (IS) research, such as ABI Inform, Google Scholar, 
EBSCO Business Source Elite, and Emerald Fulltext. In all searches, the quoted 
phrase “information security” was used to separate articles on this topic from articles 
on related topics such as privacy. Because “information security” also provides 
results from engineering and computer science – including articles on primarily 
technical topics such as cryptographic algorithms – a variety of additional search 
terms were used to qualify these searches. Additional search terms included user, 
organization, organizational, behavior, and human.  

Articles were rejected from inclusion if they were not peer reviewed, if they did not 
contain at least one reference, if the topic matter was technical and did not contain an 
organizational or human component, or if the topic matter pertained to teaching or 
curriculum development for the college classroom (as opposed to organizational 
training and development topics, which were included). Because the analysis for this 
paper also included consideration of citation rates, it was necessary not to choose 
articles published very recently. A minimum publication delay of one year allowed 
inclusion of articles from 2005 and earlier. An arbitrarily chosen study period of 
eleven years included the middle and late 1990s – a period of major growth in 
research and publication on ISS topics. Thus, articles were included only if their 
publication date was between 1995-2005. 
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3.2 Article Coding 

Article characteristics were coded by the author through the application of a coding 
rubric. A code was assigned designating each article as editorial, developmental, 
pragmatic, or empirical. Differentiating between editorial/developmental versus 
pragmatic/empirical was straightforward as the collection of data was evident or 
absent in each article. The distinction between editorial and developmental was made 
on the basis of whether the author presented a framework or other theoretical 
structure, as well as on whether the stated purpose of the article was to guide future 
research. The distinction between pragmatic and empirical was made on the basis of 
the presence or absence of theoretical discussion, statement of hypotheses, and/or use 
of established or systematically developed measures or research protocols. In the 
great majority of cases the code designations were not controversial.  

Number of years since publication was coded as 2007 minus publication year. For 
convenience, citation counts were collected from Google Scholar and were not 
corrected for self citation1. Number of citations was corrected to take into account 
years since publication in order to avoid an unfair advantage for older articles. For 
developmental, pragmatic, or empirical articles containing data, the sample size was 
coded based on reading the method sections of the articles and summing all of the 
“cases” reported across all data collections in the article at the finest level of 
analysis. Thus a case study in which a company was analyzed at a general level from 
unstructured observations was counted as N=1, whereas another study in which 10 
individuals were separately interviewed within a single company was counted as 
N=10. Articles without data were coded as N=0. Because sample size was very 
highly positively skewed, we used the base 10 log of sample size in our analyses. We 
also recoded sample size as a binary indicator of whether the article had data or not.  

4. Results 

Using the article selection criteria described above, we located 496 articles that 
qualified as peer reviewed literature on Information Systems Security (ISS). From 
this large set we randomly sampled n=98 articles for coding by choosing every fifth 
article from the compiled list. Some articles appeared both in the form of a 
conference proceedings paper and a journal article, and in these cases we only 
considered the latter of these. The mean time of publication was 2002 and the modal 
year was 2005, suggesting that a greater amount of literature was published later half 
of the study period.  

1Google Scholar citation figures are known to contain inaccuracies, including self 
citations, but nonetheless provide information over a much broader set of publication 
outlets than ISI Web of Science 
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The modal article type was a developmental article that focused on reviewing 
existing literature and/or developing a theoretical or conceptual framework for later 
use; 36.7% of articles were of this type. The next most common type of article was 
an editorial article; 29.5% of articles consisted of an author’s opinion and/or analysis 
of an issue in ISS. Pragmatic articles with small-N data collection and no reference 
to theory accounted for 9.2% of the articles. Empirical articles containing more 
substantial data sets and using theoretical or conceptual frameworks accounted for 
24.5% of the articles. Using these percentages the most important contrast to notice 
is that empirical articles comprised about one third of the literature whereas non-
empirical articles comprised the remaining two thirds. The average sample size 
across all articles was N=50, but this is a somewhat deceptive figure: The average 
sample size counting only articles that had data collections was N=145.  

On average, articles in the data set were cited 9.3 times. This measure was highly 
skewed, however, as the modal number of citations was zero. About 18% of the 
articles had no citations at all, whereas an additional 17% had just one citation).The 
most highly cited article was Straub and Welke (1998) – an empirical article – which 
had 95 citations. The time-corrected citations measure was somewhat less skewed: 
about 1.8 citations per year. Note that citations were counted up to the present and 
corrected for the span of time from publication year to the present. Thus an article 
published in 2005 that had a total of two citations would have a time-corrected value 
of one citation per year. 

A small set of correlations highlights key patterns in these data. The point-biserial 
correlation between years since publication and whether or not the article was data-
based was not statistically significant, suggesting no evidence of a trend toward more 
empirical articles as the research advanced through time. Likewise the correlation 
between years since publication and article type was also not significant, an absence 
of evidence that more empirical and pragmatic articles might be appearing more 
frequently in recent years. The correlation between years since publication and the 
(base 10 log) sample size was not statistically significant, indicating no evidence of 
researchers collecting more data for recent articles as opposed to older articles. The 
correlation between citation rate and (base 10 log) sample size was also not 
statistically significant, indicating a lack of evidence that researchers cited articles 
with more data more frequently. The correlation between citation rate and article 
type was r=.36, p<.001, indicating that articles that contained data were substantially 
more highly cited than articles that did not. Further clarification of this evidence 
came from comparing the citation rates of articles with data versus those without: 
Articles with data were cited at a rate of 2.1 citations per year, whereas those without 
data were cited at 1.64 per year. 

5. Discussion 

The preponderance of editorial/opinion and conceptual review type articles in the 
Information Systems Security (ISS) literature – relative to the occurrence of articles 
with data – suggests that ISS is still in the earliest stages of development as a 
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subfield of Information Systems. Articles with data constituted slightly less than one 
third of all published studies in ISS, whereas the remaining two thirds were non-data-
based. Contrast this with Claver et al.’s (2000) review of research in the Information 
Systems field, which showed 68.7% of articles as empirical while only 31.3% were 
theoretical. The proportions are essentially reversed in ISS. Additionally, over the 11 
year study period there was no indication that empirical articles were becoming more 
common over time. Likewise, there was no indication that sample sizes were 
increasing over time, lending continuing support to Kotulic and Clark’s (2004) 
proposition that collecting organizational data on a sensitive topic such as 
information security continues to provide an important barrier to the conduct of 
empirical ISS research. 

Kuhn (1970) characterizes this earliest stage of scientific development as a period in 
which researchers struggle to find common ground on matters of theory and method. 
With this perspective, it is comforting to note that theoretical and conceptual 
development articles far outnumbered those of the editorial variety, at least by a 
small margin. It is likely that because of the very large practitioner population in the 
information security world, editorial and opinion articles will remain popular as they 
provide a conduit for researchers and others to express ideas in non-academic 
language that can be considered by practitioners. Nonetheless, it is the 
developmental and empirical articles that will ultimately advance the research area, 
so the preponderance of developmental articles at this stage is an encouraging 
indication that researchers are trying to create a dialog about theories and methods 
within the community. 

The citation analysis provides additional evidence concerning this issue. The pattern 
of citations was highly positively skewed, with an average of 9.3 citations per article 
but fully 36% of the articles with one or zero citations. No comparative benchmark is 
needed to know that an article with no citations is not particularly influential on 
subsequent research, but comparisons with top information systems journals show 
that the mean citations per year of 1.8 is comparable with the citation rates for 
articles in information systems journals (e.g., MISQ: 1.96 citations per article per 
year, see Katerattanakul et al., 2003).  

This evidence suggests a possible paradox in ISS research. On the one hand the 
proportion of empirical articles is low: Researchers are productively generating 
constructs, frameworks, and models, but the number of data-based articles testing out 
all of these ideas is small. On the other hand, the most influential articles in ISS (e.g., 
Straub and Welke) are cited at rates comparable with other areas of information 
systems, suggesting accumulation of research results over time that is similar to the 
mainstream. One possible resolution of this paradox lies in comparing citation rates 
of articles with and without data. Those ISS articles with data are cited comparably 
to other areas of information systems, whereas those without are cited at much lower 
rates. Another way of saying this is that ISS researchers are paying substantial 
attention to each others’ data, but less attention to proposed constructs, frameworks, 
and models. This finding suggests an important need for a journal whose editorial 
policies will support the production of articles addressing the development of 
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scholarly consensus on appropriate models and theories to guide future ISS research. 
A special issue of an existing high impact journal would provide one fruitful venue 
for such articles.  

All of the issues described above suggest the need for one or more journals dedicated 
to the subfield of ISS. Although a multitude of journals currently exist with 
“computer security” or “information security” in the title, few among these focus 
exclusively on theories, methods, and empirical research for ISS. As the data from 
this study show, a journal whose editorial policies encourage the publications of ISS 
studies containing data, and that help the ISS scholarly community reach consensus 
on appropriate models and theories will push the subfield of ISS forward into the 
next phase of scientific maturity.  
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