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Abstract: Many CAPTCHA proposals have shortcomings in their design or imple-
mentation that make them much weaker than intended. In this paper we study Captcha?2,
a commercial algorithm, as a means of showing typical flaws that make many CAPT-
CHAs prone to successful low-cost attacks. The attack we present makes no use of any
Al techniques, not affecting the resilience of the original Al problem this CAPTCHA
is (supposedly) based upon. That’s why it can be considered a pure side-channel at-
tack. We conclude with some tips for improving this CAPTCHA, which can be also
used as general guidelines for avoiding a certain family of very common flaws.

1 Introduction

Nowadays we find an increasing number of opportunities for social and business inter-
action through the Internet. There are sound economic reasons to abuse many of these
services. This typically involves automated actions [GDO0S, Her02]. The main approach to
preventing such automated abuse has been to develop the ability to tell humans and com-
puters apart, remotely and through an untrustworthy channel. With this aim, many tests
have been developed, generically called CAPTCHAs (Completely Automated Public Tur-
ing test to tell Computers and Humans Apart) or HIPs (Human Interactive Proof), relying
on capacities inherent to the human mind but supposedly difficult for computers to mimic;
that is, problems that remain wide open for Artificial Intelligence (AI) researchers.

1.1 Brief History of CAPTCHAs

Moni Naor seems to have been the first to propose theoretical methods of remotely telling
computers and humans apart [Nao96]. The first known use of a CAPTCHA was in 1997,
in the AltaVista web-search engine [BroO1]. In 2000, Udi Manber of Yahoo! described
their “chat room problem” to researchers at C.M.U. Professors Manuel Blum, Luis von
Ahn and John Langford described some desirable properties for any test used to detect
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them, and developed a CAPTCHA, named GIMPY [vABHLO03].

1.2 Types of CAPTCHAs

Text-based CAPTCHAs were, and still are, very popular [HCR(09a], although they can be
attacked [MMO3, CLSCO05]. The trend with text-based CAPTCHASs has been to evolve
them away from their known vulnerabilities, by changing a parameter (typeface, distance
between characters, overlapping, colors, background, etc.) or introducing a new distortion.
One example is reCAPTCHA [Wil10], as recently they introduced a new distortion (based
on an idea found in BaffleText [CB03]). Other similar cases include Google, Yahoo! and
Hotmail. The last decade has seen the publication of many new techniques enabling the
breaking of text-based CAPTCHAs [HGHO08, YA08a, YAO8b, Will0].

1.3 Evolution of CAPTCHASs

The strength of the text-based scheme is of increasing concern. As general vision seems to
be a harder problem, more designs have focused on using pictures. Others are still based on
text, but including a graphic “approach” (graphic distortions, backgrounds, click instead
of type, 3D projections, etc). Some examples are Teabag, the old version of Rapidshare
(a difficult CAPTCHASs for humans!), the new version of reCAPTCHA (all in fig. 1), and
the one this article focuses on, Captcha2, a commercial proposal.

Please anter all letiers having a S et
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Figure 1: Teabag v1.2, reCaptcha and RapidShare CAPTCHA:.

Chew and Tygar [CT04] were the first to create a CAPTCHA based on Google Images.
The problem of referencing names and words with two or more meanings is present. Ahn
and Dabbish [vADO04] created the “ESP game” to feed the PIX CAPTCHA database. The
site HotCaptcha.com (fig. 2(a)) was the first to propose using a large-scale, human-labeled
database (HotOrNot.com web-site). Oli Warner had the idea of using photos of kittens
to tell computers and humans apart [War(09]. Its database of pictures is too small (<
100). The HumanAuth CAPTCHA (fig. 2(c)) asks the user to distinguish between pictures
depicting either a nature-related image, or a human-generated one [HCRS09]. ASIRRA
(fig. 2(b)) uses a similar approach, but uses a large database “of more that 3 million photos
from Petfinder.com” [EDHSO07], but it has been broken [Gol09, HCRS09]. Other research
papers propose many different image-based CAPTCHAs (fig. 3).

160



Security and Privacy

e e P [ 113 ey comp

I
H

['ﬂlﬁul
mEE

EE

afiEEm
ﬁ_?iu’:ﬁ-

=

(a) HotCAPTCHA (b) ASIRRA () HumanAuth

Figure 2: Three image-based CAPTCHAs.

Figure 3: Other CAPTCHA proposals.

1.4 Motivation

Today we do not yet understand if a particular problem, used in a particular design, is really
hard enough. Even if this were the case, is a particular CAPTCHA open to a side-channel
attack? Is the hardness of the underlying Al problem fully transmitted to its design? Re-
cent CAPTCHA design history is filled with mistakes which have made them much weaker
than intended [HCR09a, HCRS09, Gol09, HCR09b]. We find it very interesting to try to
find shortcomings in current CAPTCHA design, to get to a point where well-known and
tested assumptions and methodologies give a base for more secure CAPTCHAs.

2 Captcha2

The Captcha?2 test, available on the Captcha2 web-site (http://www.captcha2.com), is a
text- and image-based CAPTCHA, comprising a colored background, upon which are
superimposed a selection of characters. It is being marketed as a commercial product (fig.
4(a)). To pass a Captcha? test, a user must click with the mouse on a specified, single,
alphabetic character, and must pass two consecutive challenges. The background of the
lower part of the image challenge is filled with shades of a single color. The graduation
pattern varies. Captcha2 uses a variable number of characters, (some of which are not
letters of any alphabet) of various sizes, rotated and randomly placed.
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(a) Captcha?2 referenced in
other sites

Sorry. Try again.
Click on the letter: H}

(b) Captcha2 challenge
example

(c) Captcha?2 security claims

Figure 4: Captcha2 distribution, example and claims.

2.1 Captcha2 Design Goals

Captcha? is designed to provide a level of security against some known attacks as good
as the best, current, text-based CAPTCHAs, while at the same time being easier and more
friendly to use. Ease-of-use comes from the user not having to leave the mouse to solve
the CAPTCHA, making it as simple as a game. One idea used in Captcha2 for improved
robustness is the requirement of identifying a single letter twice (problem description and
image). Because the answer space seems quite broad, one can have the naive impression
that Captcha2 is strong against brute force attacks. The clickable image is 260x221 px,
and each letter uses a circle of around 9 pixels radius. That involves that the success space

is pi * 92 = 254 pixels over 57,460 pixels, which is a 0.44% chance, very high.

The background image of a challenge comprises a gradient of color. Why? It could be to
render it “resistant” to edge analysis. In fact, using different edge-analysis routines (Sobel,

Differential, etc.), we obtain results like the ones in fig. 5.
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2.2 Captcha2 Security

The author has included details of the security features of the Captcha2 system on his
product’s web-site. After stating that “We don’t believe in security by obscurity. Peer
review is important”, the author claims that the clickable bounding-box corresponding to
the answer is placed at random, the character shown in the clickable test box is displayed
in a different font and the opposite case to the one shown, the background of the image is
a gradient that changes direction, shape and color at random, the color, shade, alignment
and font of the test character all change at random, the coordinates of the test box are
only stored on the server-side, the single-use validation ID is valid for no longer than ten
seconds, and the originating IP address is banned from further action for ten minutes after
ten consecutive failures, classifying it as a bot. According to the author, its benefits are its
friendliness and ease of use; the author believing it more fun to solve than a traditional,
text-based CAPTCHA. There is no need to type, the user just has to click with a mouse.
This concept may translate well to other environments where keyboards are awkward to
use or are unavailable, e.g. mobile phones, web-kiosks. Also, a graphical analysis or OCR-
based attack would need to use two analysis, and in the graphical area, every candidate
character is anti-aliased with the background, giving a less pronounced change.

3 Analysis

Before the attack, we analyzed how Captcha2 internals work using Wireshark. We con-
firmed our analysis prototyping some interfacing functions in Python, using httplib. The
server creates a new JavaScript script for each challenge. The challenge image is down-
loaded from a URL that includes another ID referenced in the previously mentioned
JavaScript (for example, http://captcha2.com/[...]?evid=aa56f9b39]...]a83). Also related
to this ID is the URL called to validate the coordinates on which the user clicks, of
the form http://captcha2.com/sys/validate.php?evid=aa56f9b|...]25a83&x="+x+" &y="+y,
x and y being the coordinates on which the user has clicked.

Figure 6: Possible message-embedded messages.
Upon receiving the client answer, the server returns three possible answers: “1”, when the

user needs to pass another challenge, a string of 32 characters, indicating that the test has
been passed successfully, or the string “Error”, when the test has been failed.
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image = load_CAPTCHA_challenge_image ()
most_frequent_color = most_frequent_color_of (image)
color_list = []
for each pixel p = (x,y) in image:
color = color_of_pixel (p)
if color not in color_list:
cl_color = closest_color_in_RGB_space (color, color_list)
adjacent_colors = colors_of_adjacent_pixels(p, image)
if max_RGB_difference(color, cl_color) <= MAX_DIF_PER_CHANNEL
and cl_color in adjacent_colors:
append color to color_list
% by this point, all colors in color_list
% are considered to be background
image = change_color (image, color_list, white)

Table 1: Pseudocode for removing the background

3.1 Insights

After a little experimenting with different Captcha2 challenges and some further testing,
we discovered the following facts, which can be employed to attack the CAPTCHA:

1. The colors used for the background are (typically) not used for the letters.

The colors used for a background area are close (in RGB coordinates) to its contigu-
ous background areas.

The background areas are big (in pixel count).

The correct letter is, most of the time, rendered in a bigger font size.

The correct letter is, many times, rendered in bold.

There is a very small chance of overlapping letters.

N

kW

The three first observations make it possible to erase the background of the challenges (al-
gorithm in table 1). Being able to remove the background also breaks a tenet of CAPTCHA
design, that the best possible scenario would be for all answers to be equally likely. We
must be careful choosing how close to black a pixel must be for it to count as if it were
black, because it will influence in pixel counting. We can do better if we recall the typeface
characteristics mentioned earlier: the right answer is often the character with the largest
dimensions, and the correct letter is regularly emboldened. By following the procedure
outlined in table 2, we conduct a pixel count of each contiguous area. We wondered how
effective an attack based on these methods of removing the background and classifying the
characters by pixel count would be. Many factors could affect the success of this method:
non-contiguous elements, use of the background color for letters, etc. We also wondered
about the effectiveness of the IP-based protection.

4 Attack

We have created a Python program to connect to the Captcha2 web-site, download and
process the challenges, and send back to the server the estimated coordinates that corre-
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region_list = []
for each p = (x,y) black pixel in image:
image, number_of_pixels, centre_of_area =
flood_£ill(p, image, background_color)
add (number_of_pixels, center_of_area) to region_list
max_center = maximun_number_of_pixels (region_list)

Table 2: Pseudocode for selecting the answer

spond to the requested letter. As Captcha2 is protected against a successive number of
failures coming from the same IP address, we programmed a routine to detect when our IP
was banned and then reset the public IP address of our router. There are some parameters
that affect the processing of each challenge. Some of the more relevant are:

1. the difference per RGB channel that is allowed for considering a contiguous color
also a background color

2. after background removal, which is the cutoff level for black

3. which pixels should be considered adjacent (typically, either 4px. or 8px.)

To adjust those parameters, we manually downloaded a series of small set of challenges
(50+) and tried different values. It was very easy to adjust these parameters for values that
gave good results (typically 15, 95% and 8pz.). We could have used an algorithmic search
for the best candidates, but it was clearly not necessary. For the definitive statistics, we did
a series consisting in 250-challenge tests. We find this number sufficiently representative
for statistical purposes. A higher number would probably draw the attention of the server
administrators and, it being a black-box attack, we wanted not to appear suspicious.

4.1 Attack Results

After 10 failures in a row Captcha?2 classifies the originating IP address as a bot, which is
also considered a failure. We had no such failures in our result set. From an image stand-
point, we correctly solved 219 of the 250 challenges (31 failed), giving 87.6% accuracy.
As a Captcha2-bypassing method, we had 100% accuracy — never being rejected as a bot.

Failed images 31 12.4%
Failed tests 0 0%
Correct images 219 87.6%
Correct tests 101 100%

Two successes in a row are needed to pass the test. We passed the test 101 times, so we
needed 2.47 challenges to pass the test — a mere 23.5% overhead. The images that our
program fail to solve are the more interesting ones. They typically used a small font for
the correct letter and/or big symbols that did not represent the correct answer. Figure 7
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shows some of the 31 challenges that our attack did not pass. The correctly-answered
challenges are less interesting. One of the 219 images solved is shown in fig. 8, along with
the major analysis steps.

gty

Figure 7: Wrongly solved challenges.

(a) (b) (©) (d (e)

Figure 8: Example of a correctly solve challenge, and the main steps involved.

5 Improvements

This section suggests areas for improvement in the implementation of Captcha2 with a
view to avoiding the attack detailed here and others. The first set of recommendations
concerns flaws in the design and the second more general issues.

Related to design Flaws:

1. Not all background pixels of nearby regions should be of similar colors. The his-
togram of colors of the whole image should be as uniform as possible, and this
should apply in any dimension.

2. A range of colors should be used in the character pixels.

3. More incorrect answers should be included, some overlapping, and characters should
be further distorted to prevent easy discovery of adjacent zones (even after dilation).

General Issues:

1. The correct and incorrect answers should be statistically similar, in any way. When
either answer can be characterized the system becomes vulnerable to side-channel
attacks exploiting this characteristic.

2. The attacker should not be able to determine that submissions from their IP address
are being rejected, because it is a trivial matter to change that address. The response
should indicate solely that the test has been failed.
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3. It should not be easy for an attacker to know if the test has been passed or not,
requiring another level of processing to determine the outcome.

4. It should not be assumed that a design aimed at avoiding a particular type of attack
(e.g. resist edge-detection) will be resilient to other attacks.

5. The target character should not always be in the opposite case to the character shown
to the user. It should vary randomly between upper and lower cases, thus giving no
information to an attacker.

6 Conclusions and Further Work

Currently there is a lack of methodological analysis and design in the CAPTCHA schemes
being produced. These are being designed and deployed “in-house” or offered, sometimes
commercially, as libraries without further testing. Most of these designs exhibit shortcom-
ings and cannot resist proper analysis and attack. This is not a developmental model that
will lead to the production of resilient designs, and it is likely to sully the reputation of
CAPTCHA security. Captcha2 is a good example of a CAPTCHA that cannot withstand
a thorough analysis and attack; although based on interesting and original ideas, it is not a
reliable mechanism to tell humans and computers apart, due to a number of major flaws.

We have shown that a CAPTCHA design in which some of the variables that affect its
creation (colors, background, typeface, size, etc.) are far from uniformly random is prone
to attacks based on analyzing and taking advantage of these non-uniformities. We con-
sider that this is a problem common to various CAPTCHAs [HCR09a, HCRS09, HCR09b,
Wil10] and which has to be addressed in their design. Based on these ideas, we are do-
ing further research towards a methodology for CAPTCHA design and testing, that can
be subject to public discussion. We also recommend that all CAPTCHA designs are put
under public scrutiny before being put into production.
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