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loopholes in source code and submit input which affects the commands in the source 
code to obtain data back. It is possible for this vulnerability to occur with all the web 
pages who provide textbox or textarea to receive data from users. Invalidated Input 
relates to forced browsing, command insertion, cross site scripting, buffer overflows, 
format string attacks, SQL injection, cookie poisoning, and hidden field 
manipulation vulnerability.   

 

Figure 2: Top Attack Port from Symantec Internet Threat Report 2005  

In the Internet Threat Report 2005 from Symantec represent HTTPS port 443 is 
ranked number 3 and HTTP port 80 is ranked number 4. However, the percentage of 
attacks for them are equal, they had 8% of overall attacks each (Symantec 2006). The 
result is possible to put into 2 points of view; Firstly, SSL is not secure, it might use 
self sign digital certificates and attackers can use sniffer software, to find the 
certificate code. Therefore, attackers are able to use man in the middle to attack web 
sites. Secondly SSL and networks are secure but web applications contain 
vulnerabilities. In this case the open loophole for attackers to use is Invalidated Input 
to attack the web.  

3 Methodology 

The vulnerability in the web application occurs because web developers are concern 
with the security of the connection between HTTP server and web client rather than 
source code. The vulnerability that’s contained on web servers is difficult to solve. It 
is a big project that can be divided into many web developers programs. If only one 
web developer is unaware about security and leaves even one line of code that 
contains vulnerabilities, it means attackers are able to attack the whole web system. 
For web developers, they should be concerned with their source code before securing 
other applications or networks. 
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3.1 Approach 

This research test is based on the assumption of “Network Good; Application Bad”. 
The test would implement web systems by installing Apache HTTP server in Linux 
Fedora, all data would be stored in MySQL database connected with a PHP web 
application. All connection ports were closed by firewall except HTTP port 80 and 
HTTPS port 443. The authentication web page runs on HTTPS that uses OpenSSL 
certificate.  

<?php 
$con = mysql_connect("localhost","root","Timmy_21"); 
if (!$con) 
  { 
  die('Could not connect: ' . mysql_error()); 
  } 
$user=$_POST['uname']; 
$password=$_POST['password']; 
$link = mysql_connect("localhost", "root", "Timmy_21"); 
mysql_select_db("timdb", $link); 
$result = mysql_query("SELECT username,password FROM timusers 
WHERE username='$user' and password ='$password'", $link); 
$num_rows = mysql_num_rows($result); 
echo "$num_rows Rows\n"; 
if ($num_rows == 0 ) 
   echo "Please enter the right password"; 
else  
   echo "Found in database"; 
mysql_close($con); 
?> 
 
For the test, after entering input into the login form, form data uses the POST method 
to send data passed to the standard stream which is the connection for transferring 
input or output between computer applications. Form data would transform to $user 
variable, $password variable before sending variables into the SQL query command. 
If the data matches the data in the database, the web page would represent the 
number of rows which are matching. If the data is not matching, the result would be 
represented to users as “Please enter the right password”. 

The first test is sending the right username and password in there, the results found 
are normal. The Second time test is sending SQL code rather than username and 
password. The code is ‘or ‘1’ = ‘1.  The results are in the following section. 

4 Experimental result and Discussion 

The results from previous section represent that the SQL code which entered was 
found in database. The SQL query in the source code executes input to be like this: 

SELECT username,password FROM timusers WHERE Admin =  '  '  or 
'1' = '1' and Timmy = '  '  or '1' = '1' 
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Actually, the database stores the username “Admin” and password “Timmy”. This 
code is following the tutorial online and some books. It means many authors aimed 
to teach new web developers how to understand to use the command only. They are 
not supporting any principle of security to web developers, not even easy functions 
such as preg_match. In PHP, function preg_match is used to compare matching input 
that passes to check it in function preg_match (Zandstra 2002). For example with the 
code below, before sending the code to query in the database, there should be input 
filtering such as character querying, for characters that possibly affect the source 
code. 

<?php 
function validateinput($uname2,$password2) 
{ 
 if (preg_match("/^[A-Za-z0-9_.=+-]+@([a-z0-9-]+\.)+([a-
z]{2,6})$/",$uname2)) 
 {   
  if (preg_match("/[A-Za-z0-9!@#%&*)(}{_-
]/",$password2))  
  { 
   $uname3=addslashes($uname2); 
   $password3=addslashes($password2); 
   $link = mysql_connect("localhost", "root", 
"Timmy_21"); 
   mysql_select_db("timdb", $link); 
   $result = mysql_query("SELECT 
username,password FROM timusers WHERE username='$uname3' and 
password ='$password3'", $link); 
   $num_rows = mysql_num_rows($result); 
   if ($num_rows == 0 ) 
       header("Location: 404.html"); 
   else  
       header("Location: 
http://www.plymouth.ac.uk"); 
   mysql_close($con);  
  } 
 }  
 else 
 { 
  header("Location: 404.html");  
  die();  
 } 
} 
$uname2=$_POST['uname']; 
$password2=$_POST['password']; 
validateinput($uname2,$password2); 
?> 
 
In the function preg match, it requires an email for the username. If the username 
those users enter is not an email, the web site would redirect users to an error page 
provided. Basically, the source code above uses double filter input, after passing 
function preg_match, it uses function addslashes before transforming user’s data into 
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a variable for querying. Better ways could web developers not sending any input to 
query in the SQL query command because most of attackers are able to break the 
basic code of SQL. Web developers should transform data that’s queried in the 
database into variables and compare them with user’s input rather than send user’s 
input to query the data. 
ASP.NET, Visual Studio 2005 provides a validation tool to filter the user’s input 
(Ladka 2002). The RegularExpressionValidator from ASP.NET is able to validate 
input before submitting data to process. It works with object that web developers 
require to validate input. This method is better than the function from PHP because it 
is an automatic tool. For PHP, web developers still have to program it by hand.    

<asp:RegularExpressionValidator 
ID="RegularExpressionValidator1" runat="server" 
ErrorMessage="Invalid Username" 
Style="z-index: 101; left: 252px; position: absolute; top: 
16px" ControlToValidate="txtUsername" 
ValidationExpression='^[A-Za-z0-9_.=+-]+@([a-z0-9-]+\.)+([a-
z]{2,6})$'></asp:RegularExpressionValidator> 
<asp:RegularExpressionValidator 
ID="RegularExpressionValidator2" runat="server" 
ErrorMessage="Invalid password" 
Style="z-index: 100; left: 252px; position: absolute; top: 
61px" ValidationExpression="(?!^[0-9]*$)(?!^[a-zA-Z]*$)^([a-zA-
Z0-9]{8,10})$" 
ControlToValidate="txtPassword"></asp:RegularExpressionValidato
r> 
 
The code above shows that in the txtUsername and txtPassword strict the input. The 
input for txtUsername should be an email only. For the txtPassword, it must be 
between 8 and 10 characters, contain at least one digit and one alphabetic character, 
and must not contain special characters. That is the recommendation from Microsoft. 
However, very strong passwords should include special character because they are 
not query character. The advantage of determining input is not only securing the web 
but when the web was attacked, it is easy to investigate the problem. Web developers 
are able to cut out the problems from input and find problems in other resources. 

5 Conclusion 

Obviously, all web vulnerabilities that occur are involved with security awareness. 
Many web developers misunderstand that options could secure their application even 
if it contains vulnerabilities. They are concerned more about options to secure their 
mistakes. They are not aware enough to improve their codes while programming. 
Actually, the first option to secure web applications is security awareness from web 
developers, and it’s the best option and where they should begin. This research tries 
to investigate many options for securing web applications but the answer shows 
problems occur while programming web pages for testing. Security awareness from 
all the entities involved with the web application is the best option found from this 
research. To improve web security for future, it should start now. The first tutorial of 
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web developers should be basic concepts of web security rather than how to use 
connection string to connect with the database. For users, before teaching them to 
know how to use a search engine, change the ideas to how to set a strong password. 
In the authentication page they should provide a link for teaching users to set a 
strong password. That is the future plan for reducing the percentage of web attacks. 
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Abstract 

Port Isaac is a village in North Cornwall. The Port Isaac community is presently undergoing 
regeneration. The aim of this research to select an appropriate content management tool that 
facilitates in the regeneration of the Port Isaac community. In order to achieve this, the 
researcher has implemented the Drupal content management system for the community. The 
decision to implement Drupal is based on an investigative evaluation. The new website using 
Drupal is expected to offer more flexibility to the users. The complete implementation of the 
CMS in the community will help in evaluate its impact on the Port Isaac community. 
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1 Introduction 

Port Isaac, a village in North Cornwall, is a real world community that needs 
regeneration. The members of the community need a forum to interact with one 
another. The task in hand is to accommodate specific needs of the community as a 
whole that could enable it to regenerate its social and economic well being. 

The purpose of this research is to select an appropriate content management tool that 
facilitates in the regeneration of the Port Isaac community. In order to achieve this it 
became imperative for this researcher to have a thorough understanding of two inter-
related, yet conceptually separate topics, virtual communities and content 
management systems.  

The first section of this research paper attempts to present a brief overview of virtual 
communities and content management systems. The second section provides 
information on the research methodology and experimental design adopted for the 
research and the third section states the results of the experiment, its implementation 
and the impact of such implementation. The paper ends with a few concluding 
thoughts from this researcher.  
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2 Virtual Communities 

A community that is established in a cyberspace unlike societies in the real space is 
called virtual community. It is a community of people sharing common interests, 
ideas and more importantly human feelings over the Internet. Howard Rheingold 
coined the term virtual community.  

3 Content Management System 

By definition, it is a set of technologies and disciplines deployed in order to manage 
and exploit the unstructured information assets represented by any electronic or 
paper file, and delivered automatically and in a personalised form to web sites and 
other electronic and paper delivery channels. The information is used in support of 
organisational processes or goals, or as a container of the intellectual capital. 
(Strategies Partner International Limited, 2006) 

4 Research Approach 

The approach adopted by this author to suggest an appropriate content management 
tool is based on arriving at answers to some simple yet important research questions.  

• What is the experience of being a member of a virtual community? 
• Which CMS tools will participate in the investigative study and why? 
• What are the parameters against which the tools are evaluated upon? 
• Approach for addressing the questions 

4.1 The experience of being a member of a virtual community 

In an attempt to understand the experience of being a member virtual community, 
this author studied three existing virtual communities. By registering as a member, 
the author was able to identify the features of the community and evaluate the 
experience of being a member of that community. The communities that were a part 
of the study include ifood.tv (a video food community), myhealthbutler.com (website 
that offers information on preventive health) and wikipedia.org/ (popular online 
encyclopedia). 

4.1.1 Choice of the CMS tools  

The approach followed in this research to select a CMS tool is Requirement-Driven. 
The selection criteria in this approach are against a set of arbitrary requirements of 
the community in question. This approach reduces the risk of failure and also 
resolves the problem of comparing wide range of products against one another. It is a 
sensible way to begin the selection process.  
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4.1.2 Popularity as a Criterion 

The idea behind using “popularity” as one of the criteria is to filter out any obsolete 
content management systems. While exploring the available CMS tools, the author 
came across two most popular CMS tools. As per the popularity list mentioned in the 
“opensourceCMS” site, the top two CMS tools are Drupal and Joomla. Since Joomla 
is a bi-product of Mambo, the author decided to choose Mambo instead of Joomla. 
The popularity was calculated based on a parameter called “ratio”. Ratio is 
calculated by dividing the number of hits by the number of days that a particular 
CMS started its Demo. It should be noted that “hits” is the number of times a 
particular CMS was accessed and “Days” is the duration that a particular CMS was 
open for demo. As per this list, Drupal gets 1186.59 points (2125695 hits / 1793 
days) and Mambo gets 600.48 points (1016610 hits / 1693 days). (OpensourceCMS 
website) 

4.1.3 Experimental metrics 

The author is of the opinion that the user friendliness of the new system and the 
flexibility it offers will have significant impact on its acceptability. Due to this fact, 
‘ease of use’ was selected as one of the main parameters in the experiment. The 
nature of the occupations of the members and the availability of resources led to the 
decision of selecting ‘time consumption’ as a quantitative metric in the experiment. 

5 Experimental Investigation 

5.1 Aims  

To compare two CMS tools, namely, Mambo and Drupal to select the most 
appropriate one for a virtual community (Port Isaac, North Cornwall) 

Evaluate the selected tools on the basis of usability and performance (time taken to 
complete specific tasks)  

Comment on the suitability of the tools for implementation on the above mentioned 
virtual community website 

5.2 Set the stage 

Ideally, to conduct this experiment, there are certain conditions that had to be met. 
For example, the system on which the experiment was to be done had to have PHP, 
SQL database and a web server installed. Since it was not possible to get such a 
system that had all these applications installed, the author decided to conduct the 
experiment on an online demo version. The steps that were taken to initiate the 
experiment are as follows. 

• Go to http://www.opensourcecms.com 
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• Create an user account and log into the site 
• On the left side of the screen, under “portals”, click on either Mambo or 

Drupal. 
• This will display the page where you should be able to log in as 

administrator. 
• The following were the criteria for the experiment. 

o Upload content 
o Create new tabs 
o Create new user account 

 As a user 
 As an administrator 

5.3 Experiment 1 – Uploading content 

The first tool to test was Mambo. Although the interface of Mambo was impressive, 
its drawbacks did not escape the author’s attention. The time taken to perform each 
of the above tasks took significantly longer as compared to Drupal. Please refer to 
the statistics below. 

Description Mambo Drupal 
Upload a page with few 
lines of content 6.217 sec 1.012 sec 

 
In Mambo, with the existing settings, it was not possible to upload content directly. 
The author could only edit the existing files. However, to create and upload 
customized content, the author had to first create a section, then create a category for 
it and then link it with the section. Only then it would be displayed in the main menu. 
After the section was displayed, it was possible to upload the content. Uploading 
content on the Drupal was fairly simple. Another interesting point to note is that 
there were fewer clicks to upload content in Drupal. By default, the site had fewer 
menus displayed. There is an option to display or hide menus in the settings.  

5.4 Experiment 2 - Creating a new tab  

Description Time taken in Mambo Time taken in Drupal 
To create new tabs 19.047sec 15.846 sec 
 
Then the next experiment was to check creating new tabs. In mambo, when the tabs 
are created, it by default takes the content of the previous tab. So it would be an 
exact replica of the previous one. Incase this duplication is not desired, all content is 
to be deleted and then new content should be added. On the other hand creating tabs 
had a different approach and look in Drupal. The steps were very simple and self 
explanatory. Another interesting feature of this system is that the menus expand 
when you click on them. Unlike Drupal, Mambo would take the user to a different 
page to display submenus. In the process, the time delay in displaying the submenus 
is evident.  
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5.5 Experiment 3 - Creating user accounts 

Description Time taken in Mambo Time taken in Drupal 
To create user account 4.27.015 mins      1.08.953 mins 
 
In this experiment, the ease of creating the user account was tested. The process went 
smoothly and about four user accounts were created in Drupal. The user accounts 
could be created either by the user or by the administrator. The administrator’s 
interface is more advanced and he would be able to create users with different roles. 
But when a user is creating an account, it would be only the end user account. This 
exercise was difficult in mambo. The constant problem was the speed at which it 
would performs tasks. Secondly, since it would take the user to a different page for 
each operation, the time taken to create the user account was too long.  

All the statistics of the above three experiments were recorded at the same time with 
two different browsers. This rules-out the possibility of any temporary problems with 
the site or the system. The author would like to conclude that although Mambo has a 
huge market share in the open source content management system industry it does 
not suit the requirements of the virtual community in question. The usability and user 
friendliness of these two applications vary enormously. The author found that the 
interface and ease of use in Drupal is far superior to Mambo. Even though the 
advantage in Mambo is that it displays all the features on all its interfaces (pages), 
Drupal scores higher in usability since it provides context-sensitive menu options, 
thus not confusing the user.   

6 Drupal Experience 

6.1 Installation 

The latest version of Drupal is 5.2. To install Drupal, the system needs to meet the 
minimum requirements in terms of hardware and software. The minimum system 
requirements are mentioned below (source: www.drupal.org): 

System Requirements 
Application Server PHP 4.3.3 or above 
Web server compatibility IIS, Apache 
Database MySQL 
Programming platform PHP 
Operating system Any except legacy operating systems 
Cost to buy Drupal Free (open source) 

Table 1: Drupal System Requirements 

The installer file of Drupal can be downloaded from www.drupal.org. The size of the 
installer file is 733 KB. The author would like to bring to the reader’s notice that due 
to limited resources, Drupal, for this project, was tested on a system that created a 
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simulated environment. This was done by installing WAMP, which is the 
abbreviated form of Windows, Apache, MySQL and any one of Perl, PHP and 
Python. WAMP can be downloaded from http://www.wampserver.com/en/ site. 
Also, it should be noted that WAMP need to be installed first and then Drupal. 

6.2 Implementation of community requirements 

Community requirements can be categorised into Usage-Related, Feature-Related 
and Technology-Related requirements. Most of the requirements are satisfied by 
Drupal. However, due to certain restrictions and limitations, some of the 
requirements are intentionally not implemented. For example, incorporating 
monetary transactions is not implemented owing to its liability factor.  

Usage-Related Requirements: The first requirement is about the unused space on 
the left panel of the current website. This is because the current website is under 
utilised and secondly, the person in charge of the site does not have enough 
administrative rights to make necessary changes to the site to overcome this problem. 
This issue is not specific to any particular content management tool. This problem 
will be solved if appropriate rights are granted to the user. 

Feature-Related Requirements: These requirements are more specific and it varies 
from one CMS tool to another. One of the main concerns was the flexibility of the 
tool that allowed creating content of different types. For example, uploading pictures 
in-between text was not possible in the current CMS tool. In Drupal, this can be done 
by the help of a module called “Image_Pub” that is specially designed for this 
purpose. All that needs to be done is to download this module from Drupal website 
and place it in the Modules folder. 

Notice board or static pages are another feature-related requirement. This is one of 
the most important requirements. This can be achieved using Drupal by (a) Login as 
Administrator (b) Click on “Create Content” link (c) Click on “Page” link. In this 
page one can type the desired content to be published and click on Submit button 
located at the bottom of the page. Before submitting the page, appropriate option 
should be selected from the menus given in the same page. 

User login or sign-in is not only a useful feature but also equally important for any 
community website. This feature makes the site dynamic and encourages member 
participation. Using Drupal, the “sign in” feature can be incorporated very easily.  

Another requirement is that the site should have the ability to publish blogs that 
encourages users to pen down their opinions and views on topics concerning the 
village. By installing Drupal, this can be achieved by following the same steps as for 
creating a “Page”. The only difference is to click on “Blogs Entry” instead of “Page”. 

Being able to advertising job vacancies, adding a link to useful information like 
recycling/free-cycling/re-using of commodities, etc. were other requirements. Even 
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though these are not specifically feature-related requirements, these can however be 
achieved by creating a separate pages and publishing them as explained above.  

Technology-Related Requirements: These requirements are related more to the 
server location, appropriate rights and permissions, incorporating e-commerce for 
monetary transactions and assistance from an external entity to have network 
accessibility. The first one was to have a better profile for the Port Isaac community 
in Google search. The second requirement was to set up hot spots within the 
community to have Internet accessibility. These are not features of any CMS tool and 
hence cannot be achieved by implementing a CMS tool. Finally, the online monetary 
transaction feature to enable online business. Even though this can be incorporated in 
the website, it is intentionally not implemented considering the amount of risk 
involved. 

7 Evaluation  

The approach followed by the author has had both positive and negative sides to it. 
As far as the positives are concerned, the approach followed during the research has 
been systematic and methodical. The author first attempted to understand the features 
of virtual communities and then went on to conduct an experiment between the top 
two CMS tools. The experiments were based on tasks that were tested on both the 
CMS tools. This aided uniformity in the selection process. 

The experiment was based on such criteria that were derived from the requirements 
of the community. Also, substantial consideration was given to the constraints in the 
community like the limited technical expertise of the users, limited resources and 
accessibility of the Internet. This author feels that adopting this requirement-drive 
approach is most sensible. 

On the other hand, the approach adopted for implementation involved a few 
negatives as well. On hind sight, this author feels that although the experiments were 
based on some common content management tasks, it would have been far better if 
the author could have created a simulation of the website on the two CMS tools. 
These simulations could have been presented to a representative sample of the 
members of community. The members of community could then have played a 
significant role in deciding which CMS tool to use. The author feels that this 
approach would have yielded more participation and thus more acceptability as well. 

Also, the author feels that research could have been conducted on websites of similar 
communities that went through successful regeneration. This would have aided the 
research by providing an understanding of the aspects of website design and 
implementation that led to the positive results. 
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8 Conclusion 

The whole process of research brought to the author a mixed feeling of excitement, 
contentment, satisfaction, frustration and helplessness. The best part of the paper was 
the experiment and the selection of an appropriate CMS tool. Even though 
formulating the criteria and parameters for conducting the experiment was a tough 
task, there was a sense of satisfaction at the end of it. An extensive study of existing 
literature and writing the literature review for this paper gave the author an insight 
into the present situation and certain common mistakes most of the entities make. It 
also helped the author understand the importance of and thereby recommend the 
requirement-based approach to the selection process of a CMS tool. As far as the 
Port Isaac village is concerned, the author can safely say that Drupal is the best CMS 
tool to be implemented. There was enormous learning in the process and at the same 
time there were a number of hurdles during the whole process of research and 
experimentation. The fact that the experiments were being conducted on the demo 
version instead of the actual real-time version created a number of obstacles. This is 
also one of the reasons why Drupal could not be implemented immediately after its 
selection. Receiving numerous error messages during this process. Most error 
messages stated ‘zero sized reply’ on their screens. Also, at one point of time, the 
demo was logged out for more than 45 minutes. This was not due to the refresh time 
of the demo server, as would be expected. The reason for such behaviour is still 
unknown.  

Secondly, gauging the impact of regeneration of the community was not possible as 
it takes time. If Drupal was implemented, it would have been most appropriate to 
check the difference in growth/regeneration after a certain period of time. The author 
feels that he could have done a survey to find out the statistics about the number of 
businesses, their magnitude and type, their income ratio etc and after certain duration 
of time, a fresh survey would have helped in drawing a graph to mark the changes in 
the social and economic growth process of the village. 

8.1 Future Work 

The author suggests that the first thing to do in the near future is to implement the 
selected tool for Port Isaac village. Also the server should be shifted to such a 
location which is convenient for the administrator of the Port Isaac community 
website.  Secondly, the people of Port Isaac should be made aware of the new 
system. Simultaneously, having Internet Hotspots setup in the village is equally 
important so that the members of the community have easy and quick access to 
internet.  Finally, there should be a mechanism that includes a specific time frame to 
measure the social and economic growth of the community. Interaction among the 
community members through the community website is referred to as social growth.   
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Abstract 

Part of understanding aquatic ecosystems requires that zooplanktons be studied; one such 
study of zooplanktons focuses on Harmful Algal Blooms (HAB’s) in coastal waters. These 
HAB’s are toxic and are often consumed accidentally with shellfish which can cause 
poisoning. The HAB Buoy project focuses on the automated recognition of these HAB’s so 
that authorities can have advanced knowledge of their abundance. 
This paper describes software whose aims are set by the HAB Buoy project to present 
confocal images of zooplankton as a 3D Image (Model), this Model is then to be used by the 
software to create multiple images of the Model from different angles for the recognition of 
these HAB’s. Recognition of organisms requires taxonomic information; the software is 
designed to allow for this along with transparency in the Model for further taxonomic 
information. 
This software was able to successfully create a Model from a stack of confocal images along 
with a partially completed feature of adding taxonomic information. The success of this 
project as a part of the HAB Buoy project was never tested. 

Keywords 

3D software, Confocal images, Zooplankton, Taxonomy. 

1 Introduction 

Most aquatic ecosystems performance can depend largely on the abundance of 
zooplanktons (Banse, 1995). To better understand these aquatic ecosystems, 
zooplanktons have been studied to gain a better understanding of their species 
interactions and their biogeochemical processes (Rogerson et al. 2000). To achieve 
this type of study, two-dimensional (2D) cameras have been used to capture images 
of the zooplankton under microscopic conditions (Rogerson et al. 2000). 

Until recently there has been no method of capturing them in three-dimensions (3D), 
in 2000 a non-destructive metrological technique called hologrammetry was 
developed to record the location of multiple zooplanktons without disturbing them 
(Rogerson et al. 2000). Another method of capturing them in 3D is to use stacks of 
confocal images; this process is to be used in the main project whereby the aim is to 
detect Harmful Algal Blooms (HAB’s) in coastal waters, the choice of confocal 
images were made due to their image quality (HAB Buoy, 2007; Culverhouse et al. 
2007). These HAB’s are toxic and cause incidences of poisoning in people eating 
contaminated shellfish; this is in turn having a detrimental effect on the economic 
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factor of the shell fisheries of the European Economic Zone (EEZ) (HAB Buoy, 
2007). 

The recognition of these HAB’s can be achieved very quickly by an expert in marine 
plankton; however the HAB Buoy project requires that it be automated, this requires 
machine recognition of digital images using the same method the experts use 
(Culverhouse et al. 2007). This machine recognition requires large clusters of image 
recognition data and is sensitive to the pose of the object, to overcome these 
problems the stacks of confocal images are to be used to create a Model of the 
plankton (Culverhouse et al. 2007). 

From this Model, 2D images from any angle can then be taken and compared with 
2D images taken from the camera on board the HAB Buoy equipment for 
recognition. This recognition can then identify the HAB’s or non-HAB’s present in 
the water. This process exists so that shellfishery staff can have an advanced warning 
of the HAB presence achieved through the use of the HAB Buoy equipment (HAB 
Buoy, 2007). 

Software is needed to generate these Models from confocal images along with the 
ability to allow experts to use taxonomy on the Model so that automated recognition 
can occur; other features are required from this software, however no such software 
exists. This paper describes how this software was designed, implemented, and tested 
along with the results of the features implemented. 

2 Aims and Objectives 

The software described in the Introduction had objectives to complete so that the 
HAB Buoy project’s recognition could take place. These objectives were to filter 
high-resolution 3D confocal images to make it look like lower resolution images and 
to analyse the texture of a plankton copepod from 3D confocal images. Then the 
image will be compared to a 2D version taken by Phil Culverhouse’s underwater 
camera system (HAB Buoy). 

From these objectives the following aims were devised: 

• Input stacked confocal images and output to an interactive Model. 
• Allow features of the plankton to be pointed out and labelled on the Model. 
• Compare to 2D images taken from HAB Buoy. 
• Allow for parts of the plankton to become transparent in the Model. 
• Create a View Sphere (nine 2D images taken at different angles). 

These aims satisfied the objectives and the main project supervisor, these aims then 
defined the progress of the project in terms of what had been achieved. These aims 
were then researched so that the software could be started and successfully finished. 
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3 Background 

3.1 HAB Buoy Project 

The HAB Buoy equipment that will be used in coastal aquaculture regions is a 
microscope coupled with natural object recognition software operated underwater 
suspended from a buoy, mussel-producing raft, or in a laboratory (HAB Buoy, 2007). 
This combination of equipment can then be used either in a laboratory, assisting 
government scientists to monitor the presence of HAB algae or out in the ‘field’ 
underwater where the potential contaminated shellfish are caught for consumption 
(HAB Buoy, 2007). 

Once a sample of HAB algae has been detected it is to be further analysed to 
determine exactly which species of HAB algae is present, once the species of the 
HAB algae is known then the shellfishery staff, government health laboratories and 
water quality that are Small and Medium Enterprises (SMEs) can be informed (HAB 
Buoy, 2007). This information can then be used by government laboratories to focus 
their resources effectively (HAB Buoy, 2007). 

3.2 3D Graphics Library 

Before research commenced on how the Model and other subsequent features would 
work, a 3D graphics library (graphics library) was researched and chosen. A number 
of games specific software’s were first researched to see if they could be used, when 
it was realised that the software’s languages were too game specific and may not 
allow for the freedom needed to build the software to meet the aims, a programming 
environment (environment) was then looked into. 

It was found that a new graphics library called Microsoft’s XNA Game Studio 
Express (XNA) was available; this graphics library was researched further to assess 
whether or not XNA should be chosen for the project. 

After following two ‘How: To’ guides for presenting a Model and adding user 
controls to interact with it, it was decided that XNA was to be used as the graphics 
library. In doing so the environment was already chosen; XNA was developed in C# 
(C sharp). This was not a issue due to the abilities of building a Graphical User 
Interface (GUI) that C# possessed. 

3.3 How the Model System Works 

Once the XNA graphics library was chosen, the modelling system was researched. It 
was found that to create a solid 3D object it must contain a number of Vertexes and 
Indices. A Vertex is defined as being a point from which lines form an angle, in 
XNA a Vertex can contain data for the location of that point, the normal, the colour, 
and the texture mapping value (Sykes, 1980). The Vertexes provide the framework 
of which the texture or solid is created with, to create the faces (Indices) of the object 
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the Vertexes must be connected together, however the order of which they are 
connected are important (Hill, 2001). 

To create the framework of which to build upon, an indexed array (array) of 
Vertexes is needed; it is these indexes that are referred to by the Indices in order to 
join the Vertexes up (Hill, 2001). Each Indices in XNA is defined by three Vertexes, 
these Vertexes are joined counter clockwise as seen from outside the object to form a 
triangle, this helps the graphics process define the side that will be visible (Hill, 
2001). 

3.4 Confocal Images 

The confocal image process used to capture the zooplankton are created by focussing 
light (commonly laser light due to its properties) onto an object; a pinhole aperture is 
used to filter out the out-of-focus light in front and behind the point of focus in the 
object (The Confocal Microscope, 2007). Using this process the microscope is able 
to move the point of focus through the object creating multiple images of the object, 
moving the point of focus through the object is essentially moving along the z-plane. 
This produces a stack of 2D confocal images that will be compiled into a Model in 
this project. 

3.5 Image Research 

Creating the Model from confocal images requires that the method of which they 
were acquired to be known. Figure 1 shows an original confocal image, this image 
contains the focussed light (green) and the unfocussed light. Removing the 
unfocussed light requires a filter to be used. An early filter attempt was found to be 
inadequate due to the image being stored in the Red Green Blue (RGB) colour space. 

 

Figure 1: Original Confocal Image 

 

Figure 2: HSV Filtered Confocal Image 
(taken from the Confocal software) 

 
An edge detection algorithm was tested on Figure 1 to explore if data could be 
extracted; it was found that too much data was being removed. Instead the Hue 
Saturation Value (HSV) colour space was tried, early testing found that the confocal 
images were made up entirely of a single Hue value; this meant that the Hue from 
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each image could be ignored or not calculated. Filtering of the Saturation and Value 
values resulted in a successful filtration method as shown in Figure 2. This method 
was subsequently used throughout the project. 

4 Research Method and Experimental Design 

Once the graphics library, Model system, and image filtration was researched work 
could commence on the design of the software, to start it was decided that the 
displaying of the Model created from confocal images was to be built first. From this 
first aim being completed, all other aims could subsequently be built using this 
software as a basis. 

To design the software the usual formal methods were researched; waterfall model, 
incremental model, spiral model, and Boehm spiral model. Due to the project being 
built by a single programmer, there was a possibility that they wouldn’t finish on 
time, for this reason and the reason that the software was to be demonstrated to the 
HAB Buoy project supervisor for feedback, the Boehm spiral model was chosen. 

The Boehm spiral model was chosen due to its stages of development and the 
eventual creation of a prototype, each aim was to be sectioned so that the building of 
a prototype for each section could be made so that the latest prototype could be 
demonstrated once a week. 

The initial plan was to build aims one in three main prototypes; the first was 
designed to make the algorithm that would create the Model from a 3D array. The 
second main prototype was designed to read in, view, convert, filter, and eventually 
compile the images into a 3D array, the third was to be used to join the first two 
prototypes together to form the first working example of aims one. Aims two was to 
then be built on top of the completed aims one software in a single main prototype. 

4.1 First Main Prototype 

The preliminary design stage for the prototype devised the flowchart diagrams that 
the algorithms would follow; each algorithm was implemented in turn whilst 
following the spiral model carefully. Each testing stage of a completed prototype was 
carefully checked so that the algorithms were implemented successfully and that they 
finished in the shortest possible time. One of the algorithms used to create the 
Indices was not completed; this was so that the next prototype could be started and 
that the incomplete algorithm could be finished more effectively in the third main 
prototype. 

4.2 Second Main Prototype 

Displaying the read in images required a GUI that allowed the user to view all the 
confocal images read in; the maximum amount of confocal images in a single stack 
were 25 images, displaying these images at the same time was not possible due the 
fact that the resolution of each image would be lost. 
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Instead the use of tabs was used; this allowed the user to select each image in full 
size, these tabs also allowed the possibility of a GUI for the filter so that the user can 
adjust it and see the results instantly. The following conversion of images and filter 
algorithms were already devised during the image research, the implementation of 
them however still followed the spiral model to ensure that they worked correctly in 
the new environment. 

4.3 Third Main Prototype 

Once the first two prototypes were complete, the integration was attempted. This was 
more difficult than previously thought due to the first main prototype using a thread 
along with the second main prototype using another thread, integrating the two 
meant that one had to finish before the other was started. 

Once a solution was found, the algorithm used to create the Indices was continued, 
the completion of the algorithm was hindered due to a new and previously unknown 
error. This error was being caused by too many Vertexes and Indices being drawn at 
the same time, this was found to be a limitation of the graphics card. 

A solution was attempted whereby the Indices were split up into smaller arrays so 
that the draw command could be used for each array along with all the Vertexes, this 
temporarily solved the error. This solution showed that multiple draw commands 
could be used to successfully draw a Model that could previously not be drawn due 
to too much data in a single draw command. 

It was also realised that if the array of Vertexes was too close to the limit that the 
Indices would be split up in many arrays thus creating many draw commands and 
thus slowing the display of the Model down. To successfully solve this error the 
software needed to be rebuilt from scratch in a previously unplanned forth main 
prototype. 

4.4 Forth Main Prototype 

Completion of the forth main prototype required a solution to be built into the 
Indices creation algorithm. Due to the limit of the graphics card and the possibility 
that the array of Vertexes could become too big, the solution of creating a pair of 
Vertexes and Indices was used. Table 1 shows all the data needed to display four 
Vertexes, Tables 2 and 3 demonstrate the Vertexes paired with the Indices; this 
reduces the amount of data in a single array. 

 
  

Table 1: Original arrays Table 2: First pair Table 3: Second pair 
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Once the pair of arrays reached the limit set by the graphics card, they were stored 
and new arrays were created. Once this had been achieved the algorithm used to 
create the Indices was continued to the point of completion, this led to the successful 
production of the first full size Model (Figure 4). 

  
Figure 3: Compilation of the 

Confocal Images used 
Figure 4: First Successful Model created 
from the Confocal Images used in Figure 

3 

The forth main prototype was then continued with the addition of separating the 
Model into smaller models, this requirement was designed, implemented, and tested 
according to the spiral model. Separating the Model into its individual models meant 
that the unwanted areas could be selected and deleted; this selecting ability was the 
next requirement in the forth main prototype and was implemented successfully 
(Figure 5), white dots surrounding the models were used to indicate the selected 
model by turning them all black (Figure 6).  

 

Figure 5: White Circles Indicate Deleted models 

 

Figure 6: Selected model 

The results produced from the forth main prototype match aims one completely, this 
prototype could then be used to implement the subsequent aims so that the software 
could be completed. 
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4.5 Fifth Main Prototype 

The fifth main prototype focussed on the completion of aims two; the labelling of the 
features of the Model. The aims’ solution was to allow the user to ‘cut’ the Model up 
into smaller models so that they could be labelled; this solution required that an 
algorithm be made during the preliminary design stage along with a Tool object. 

The Tool object was designed so that it could be placed at any angle by the user, 
once the user was satisfied with its placement they would then signify this by 
pressing the ‘enter’ button. This Tool object was then used to find the Vertexes that 
were intersecting it so that Vertexes on either side could be found; this would 
produce two Vertex arrays. The Vertexes would then require Indices to make it 
appear solid, it was decided that copying over the Indices from the intersected model 
would save time. 

After all the algorithms were implemented and were successful with a smaller 
Model, the full size Model (Figure 4) was tested. This then caused the algorithms to 
take longer and subsequently cause a GameTime error. The GameTime object stores 
the software’s elapsed time since it started (used in game software) and the actual 
time; after the algorithms finished, the GameTime object updated and due to the long 
amount of time taken by the algorithms, the update caused an error. The solution was 
to allow the GameTime object to update while the algorithms were run; this was 
achieved by running the algorithms on a separate thread. 

Once the error was solved, it was found that the algorithms didn’t work with the full 
size Model due to the Vertexes and Indices stored in different arrays due to the 
graphics card error, the solution was to compile the Vertexes into a single array. This 
resolution led to another error caused by the intersecting Vertexes being to ‘thin’, the 
algorithm used to find the Vertexes on one side was using a single Vertex and 
finding all the connected Vertexes, if the intersecting Vertexes had a ‘hole’ then the 
algorithm would find it. This was solved by ‘thickening’ the intersecting Vertexes. 

 

Figure 7: Successful 'cut' Performed 



Section 4 – Computer Applications, Computing, Robotics & Interactive Intelligent Systems 

291 

The copying of the Indices was never completed; however the completed algorithms 
did produce Figure 7 whereby the black dots represent one of the selected models. 

5 Results 

The software that completed aims one was reasonably successful; where the creation 
of the Indices based on the Vertexes was complete, other areas were not successful. 
Aims two was partially successful as demonstrated in Figure 7. 

The software is easy to use, the documentation understandable and accurate.  
The system does not crash. The menus are easy to understand and useful.  
The only problem is that the copepod being displayed appears more flattened that it 
should.  
I guess this is because the Z-axis parameters are not correctly set. 

Figure 8: Phil Culverhouse’s Feedback from using completed aims one software 

The feedback from Phil Culverhouse (Figure 8) demonstrates aims one success in the 
project from a user’s perspective; it also highlights the z-axis spacing problem that 
was quickly implemented with a lack of data, this lack of data is part of this problem. 

6 Discussion and Evaluation 

Thanks to the graphics card error, the solutions lead to a storage method that will 
allow for vast amounts of data to be stored without hindrance to the user. This has in 
turn produced an almost limitless Model size; methods used in the building of the 
software have hopefully lead to all limits of the software being removed. This has 
left only limits of the hardware, as most computers have the hardware needed to run 
the software these limits are almost non-existent. 

6.1 Problems Encountered 

Other problems encountered that were not errors, was a method employed in the 
forth main prototype whereby the spacing between the confocal images was added. 
This produced a more realistic Model; however the method employed was 
implemented incorrectly due to lack of information. Feedback received from the 
main project supervisor has pointed out this problem, although a solution will require 
more information on the images and a better filtration algorithm. 

7 Conclusions 

The project as a whole was not completely successful, the production of a Model 
from the confocal images, although complete, needs improvement on the image 
handling. The progress of aims two has been successful and upon completion no 
further work will be needed. The implementation of the GUI was also a success due 
to the feedback received. 
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7.1 Future Work 

Once the fifth main prototype is complete, image handling needs to be enhanced; this 
requires research into confocal image extraction along with the required information 
for producing correct spacing between the images. Once these are complete a method 
could be implemented to solve the erratic drawing of the full size Model when it is 
interacted with, this can be achieved by drawing a wireframe version of the Model. 
Once these are completed the rest of the aims should be implemented. 
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Abstract 

Home computer users are increasingly becoming vulnerable to the threats of the Internet. One 
major reason for this is a lack of crucial security awareness amongst the older generation. 
Considering that children learn many life issues from their parents, the question has to be 
asked, how safe are their children? This paper presents results from a survey of 71 ICT school 
teachers about the teaching of security aspects in secondary schools; their awareness of the 
issues; and their views on responsibility and the National Curriculum. The findings reveal that 
there is a void in the curriculum with regards to computer security, which teachers are fully 
aware of. In addition, teachers lacked awareness of specific security issues resulting in an 
inadequate level of information being provided. There is a brief discussion about the current 
curriculum review regarding the proposed amendments and who it will affect. Moreover, 
suggestions are made as to whether the review is likely to be sufficient. 
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Child protection, Teacher survey, Internet security, Security awareness, Curriculum 
review 

1 Introduction 

Home computer users are frequently exposed to dangers when using the Internet. As 
the commercial sector is tightening its own security, the home user is becoming more 
vulnerable. The number of home Internet connections is rising all the time with the 
vast majority (69%) being high speed broadband (National Statistics, 2007). With 
more and more homes installing fast Internet connections the home user is becoming 
an increasingly attractive target. 

Home users make themselves vulnerable further by having a fairly low level of 
awareness of security concepts. Furthermore, home users are largely unaware that 
their actions (or inactions) impact greatly on other internet users. Many types of 
malware will propagate through the Internet infecting each vulnerable machine as it 
goes. With Sophos claiming that, “there is now a 50% chance of being infected by an 
Internet worm in just 12 minutes of being online using an unprotected, unpatched 
Windows PC” (Sophos, 2005), it is no wonder that unprotected home users fall foul 
to such attacks. Recent surveys have revealed that home users appear to be wise to 
some Internet security issues with the majority taking key protective measures; 83% 
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use anti-virus software and 78% have a firewall (Get Safe Online, 2006). 
Nevertheless, despite the high usage of such tools there still remains a poor level of 
security awareness on how to use them effectively.  

One threat that has been rising for the last decade is phishing. This is defined as a 
“type of deception designed to steal your valuable personal data, such as credit card 
numbers, passwords, account data, or other information” (Microsoft, 2006). In the 
first six months of 2007 Symantec discovered 196,860 unique phishing attempts and 
blocked 2.3 billion phishing messages (Symantec, 2007). A study revealed that 40% 
of people failed to spot phishing websites and 90% failed to spot the most realistic 
website (Dhamija, 2006). 

Particularly vulnerable when using the Internet are children. In many cases they 
begin using the Internet from the age of 7 or 8, either introduced to it at home by 
their parents or at school during lessons which involve using computers. Children are 
particularly vulnerable because they are much more trusting and naïve to possible 
dangers. Many children use file sharing programs and technologies such as 
BitTorrent for downloading music and films illegally. Some problems that arise from 
using file sharing programs include opening up the user’s computer to the Internet 
making them vulnerable to attack, and studies have revealed that 45% of executable 
files downloaded from such networks contain malicious code (Zetter, 2005).  

In addition children can be prone to bullying; exposed to indecent images; and online 
grooming. Online grooming is described by the Child Exploitation and Online 
Protection Centre (CEOP) as “a course of conduct enacted by a suspected 
paedophile, which would give a reasonable person cause for concern that any 
meeting with a child arising from the conduct would be for unlawful purposes” 
(CEOP, 2007a). Although it may be expected that this is a relatively minor threat, in 
reality on average 50,000 paedophiles are online at any one time (Goodchild and 
Owen, 2006), and 1 in 4 children have met in person someone they had only 
previously met on the Internet (CEOP, 2007b).  

This paper examines the extent to which children are taught about Internet security 
issues at school through a survey of Information and Communication Technology 
(ICT) teachers. The main discussion begins with an outline of the survey’s 
methodology and the demography of the respondent group. The teachers’ awareness 
and knowledge of certain security issues is analysed followed by explanations of 
what issues they are required to teach their pupils about. The final part of the main 
discussion analyses the respondents’ views with regards to responsibility and the 
current state of Internet security education. The paper concludes with a summary of 
the findings and a brief discussion on the future of ICT security within schools. 
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2 A survey of ICT school teachers 

The study was undertaken during July 2007 and was delivered to ICT teachers via 
emails to their schools. The only criterion for respondents was that they taught ICT 
to children in at least one of the key stages1 between 1 and 4 (ages 7-16). Six 
hundred UK primary and secondary school email addresses were gathered from local 
council websites, and requests for respondents were sent out to them. 

The survey was hosted on a free website (securitysurvey.brinkster.net), and received 
a total of 71 responses. Please note that percentages presented in this paper are 
rounded, therefore some questions’ results may not total exactly 100%. The majority 
of teachers were male (77%) and the average age was fairly high (45) as shown in 
Figure 1. Figure 2 illustrates that almost all of the respondents taught at a secondary 
school level (key stage 3 or 4), with only four teaching at either key stage one or two. 
Due to the limited number of primary school respondents, the survey findings 
presented here are based on secondary school teachers only. 
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Figure 1: Respondents by age group 
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Figure 2: Respondents’ teaching audience 

                                                           

1 A key stage is a specific range of years of education in UK schools each ending 
with a formal assessment. Stages 1 and 2 form part of primary school (children aged 
5-7 and 7-11). Stages 3 and 4 form part of secondary school (children aged 11-14 
and 14-16). 
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The qualifications held by respondents were weighted towards Teaching Certificates 
(35%) and Degrees (49%), with a small number holding A-Levels (11%), one 
GCSE/O-Level and the remaining selecting other (3%). This included studying for a 
PHd and a post graduate degree. The spread of qualifications fit what was expected 
from a sample of ICT school teachers but with one surprising selection of GCSE/O-
Level. This was unexpected considering the respondent taught at the same level as 
the highest qualification they held. However it could be the case that the respondent 
mistook the question for, “what level do you teach at?” 

3 Awareness amongst teachers 

The first section of the survey posed questions which would try to evaluate the 
respondents’ knowledge about security issues, in order to understand the quality of 
the information they may give out to their pupils. Respondents were asked to state 
their level of awareness on a number of Internet threats as Figure 3 depicts. It is clear 
from the results of this question that the more recent threats are the ones that fewer 
respondents are aware of; botnets (19%) and pharming (12%). Surprisingly, around a 
tenth of ICT teachers do not know how to protect themselves against common threats 
such as Worms (9%), Trojan horses (10%) and spyware (8%). 

The next stage of testing respondents’ awareness of security issues was to give them 
six terms and six definitions which they were asked to match up. They were asked to 
pair up the terms file virus; macro virus; worm; Trojan horse; logic bomb; and botnet 
with the following definitions taken from BBC Webwise (2007): 

• Malicious computer code that pretends to be a game or other interesting 
program that damages your PC as soon as you open it 

• Waits and damages your computer when triggered by an event like a date 
• Uses program files to get in and then copies itself 
• A large number of compromised computers that are used to create and send 

spam or viruses or flood a network 
• Infects your computer by using special codes found in word processing and 

spreadsheet files 
• Does not damage files, but copies itself endlessly across computer networks 

and the Internet which slows them down 

Not surprisingly, the correct definition for each term received the most responses. 
However, the number of incorrect answers was significant, given that the respondent 
sample consisted of ICT teachers. The threats that respondents previously claimed to 
be fully aware of received some of the lowest correct answers; file virus (64%), 
worm (36%), and Trojan horse (40%). Lesser known threats received middle of the 
range results; macro virus (87%), logic bomb (69%), and botnets (61%). The higher 
number of correct results for the less well known threats could be down to the fact 
that respondents were able to guess; this meant that some definitions could be easily 
assigned without any prior knowledge of the threat. 
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Figure 3: Respondents’ awareness of Internet threats 

The results from the awareness section of the survey were very worrying. It seemed 
that ICT professionals were unaware of key Internet threats and had false 
interpretations of ones that they were aware of. 

4 Teaching practices 

The second section of the teacher survey endeavoured to find out which security 
topics are taught in schools - respondents were asked to choose from a list of Internet 
security terms. As Figure 4 illustrates, the most common requirements (81%) were 
teaching about viruses, anti-virus software and safe online practices. Surprisingly, 
worms, Trojan horses and botnets which are just as dangerous as viruses if not more, 
were only required to be taught by 13% of respondents. Alarmingly, only 27% of 
teachers claimed that they are required to teach about updating software to patch 
security flaws. Another interesting finding concerns identity theft and phishing. 67% 
claimed that they teach about identity theft yet only 27% teach about phishing (i.e. 
one of the largest problems associated with online identity theft). Likewise, 40% of 
respondents taught about spyware but only 13% about its removal. It seems peculiar 
that related topics which are important for Internet security are not being linked in 
the classroom. 

Of those who selected that they were required to teach about phishing (27%), all 
claimed to use visual examples of fraudulent emails and fake websites to get the 
issue across. Likewise, the respondents that teach about safe online practices (81%) 
shared similar views on what should not be disclosed when using the Internet. All 
advised not to give out your address; telephone number; send pictures of yourself; or 
meet in person. The vast majority (91%) recommended not to disclose your name 
and 83% advised against giving out the name of your school. Ideally, none of the 
information mentioned should be disclosed on the Internet whether it be on forums, 
social networking websites, in chat rooms, or on instant messenger. Oddly enough, 
some teachers were not advising children to keep their name or the school they 
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attend secret. These two pieces of information can be enough for children to put 
themselves in serious danger. 
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Figure 4: Respondents’ teaching requirements 

Those who taught about anti-virus software (81%) had a diverse view on updating 
virus definitions. As anti-virus software can only protect against viruses it knows 
about, and as new strains of malware are released every day, the only way to ensure 
maximum protection is to update the software as soon as an update becomes 
available. All reputable companies will release new virus definitions at least once a 
day. However as Figure 5 shows, only half of respondents advised updating this 
frequently. Thankfully, most of the remaining respondents (41% in all) selected once 
a week which should be the absolute minimum. Worryingly, 9% of ICT school 
teachers felt that updating anti-virus software once a month was sufficient to protect 
them from attack. 
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Figure 5: Respondents’ recommendations for updating anti-virus software 

Respondents were asked which websites they recommend to their pupils for 
receiving further information on Internet security issues. Amazingly, even with the 
apparent gaps in teaching security awareness, 57% of ICT teachers do not 
recommend any computer security information websites. The websites that are 
recommended by the remaining respondents are BBC Webwise (41%); Get Safe 
Online (9%); IT Safe (2%); and Wise Kids (2%). Note that the totals for this question 
total more than 100 percent as respondents were able to select more than one 
website. It is highly surprising considering the low level of security education being 
given that most teachers would not recommend any information websites to their 
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pupils. However, the failure to inform children of available help may be down to a 
lack of awareness that such websites exist. 

Website Visited Aware of but 
not visited Unaware of 

BBC Webwise 54% 39% 8% 

Get Safe Online 34% 0% 66% 

IT Safe 13% 27% 60% 

Table 1: Respondents’ awareness of security information websites 

Respondents were asked if they had heard of the major security information 
websites; table 1 shows their response. The majority of teachers had either not heard 
of them or did not know how informative they were as they had not visited them. 
The only website that was well known amongst respondents was BBC Webwise 
which only 8% had not heard of and 54% had actually visited. Government funded 
websites, Get Safe Online and IT Safe, had poor awareness with a large number of 
teachers having not heard of them, 66% and 60% respectively. 

5 Respondent views 

The final section of the survey asked respondents for their views on Internet security 
and teaching responsibilities. The teachers were asked how security focused they feel 
the current ICT curriculum is. As Figure 6 shows, the majority of respondents (48%) 
felt that there is very little focus on security issues with a further 13% believing that 
there is no focus at all. With that question in mind, respondents were asked if they 
teach additional information regarding Internet security which is not required of 
them under the curriculum; 46% agreed that they have taken it upon themselves to 
educate their pupils about particular threats. Some teachers explained that children 
receive additional information through an ICT Users Certificate that is taught at their 
school. Although a positive move to fill gaps in the curriculum, it is important to 
note that the majority of schools do not adopt this approach as they look to the 
curriculum for guidance on teaching. 
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Figure 6: Respondents’ views on the level of security focus in the curriculum 
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The final question of the survey asked respondents where they believe the primary 
responsibility lies in educating children about the threats of the Internet. Despite the 
fact that the survey has shown a low awareness amongst teachers and an inadequate 
coverage of the subject in the curriculum, the vast majority of teachers (70%) placed 
the responsibility with the schools. Almost all of the remaining respondents (25%) 
placed it with the parents. It seems extraordinary that so much expectation is placed 
on schools when next to nothing is actually delivered. 

The respondents were asked if they had any further comments about the survey and 
the topic of Internet security. Below are two comments that sum up the situation 
within schools, with reference to educating children about the dangers of the 
Internet: 

“The Key Stage 3 curriculum does not have a dedicated unit about security ... 
perhaps it should?” 

“The National Curriculum and our exam spec (DiDA) do not require us to address 
these issues. We teach personal protection as part of our own take on duty of care, 
but so pushed for time to cover everything else that if it is not required we don't do 
it” 

6 Curriculum review 

The teacher survey has revealed a worrying lack of teaching about important security 
issues when using computers and the Internet. However, changes are on the horizon 
as an entire key stage 3 curriculum review is underway with key stage 4 in the 
pipeline. The changes are being made in all subjects to effectively update the 
National Curriculum (a framework that defines what children are taught in the UK), 
as it has not changed in around a decade. For subjects such as ICT this is extremely 
important as the rate of change is considerably higher than most other subjects 
(which tend to remain more consistent). Ideally, changes should be made to the ICT 
curriculum every few years to account for new technologies and threats. The new 
key stage 3 curriculum will roll out in September 2008 with key stage 4 the 
following year. 

The current curriculum does not contain any security units and has no mention of 
security or protection at all. The most relevant reference made is in key stage 4 when 
pupils learn about the Data Protection Act 1998 and Computer Misuse 1990 Act. The 
revised key stage 3 curriculum will have a much larger focus on security with one of 
the key concepts being, “recognising issues of risk and safety surrounding the use of 
ICT” (QCA, 2007). The proposed syllabus also states that children will learn, “how 
to use ICT safely and responsibly … communicate and share information effectively, 
safely and responsibly” (QCA, 2007). They will also learn about “safe working 
practices in order to minimise physical stress” and “keeping information secure” 
(QCA, 2007). 
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The fact that the changes are only happening as part of an entire review of all 
subjects shows that the gravity of keeping children safe online has not yet been 
realised. The changes that are being made should help make a difference to the 
attitudes of children when using the Internet but how much is yet to be seen. One 
possible problem evident from the study is that many teachers are not fully aware of 
the issues. This means that unless they undergo training prior to the release of the 
new curriculum, they are likely to deliver inaccurate information which will only add 
to the problem. 

7 Conclusions 

This paper has examined a teacher survey, and has shown that there is a lack of 
education in schools about important security issues. Teachers openly admitted that 
there is very little focus on security in the secondary school curriculum although 
many of them made attempts to fill the gap of their own accord. The majority of 
teachers felt that schools are primarily responsible for educating children about 
Internet security issues, despite the fact that this is not currently the case. Many of 
the respondents lacked basic security knowledge that would be expected from an ICT 
teacher; the majority of respondents could not correctly identify the definition of a 
worm when presented with six very different answers. Perhaps most disappointing 
was that the majority of teachers did not advise pupils of any security information 
websites, even though they admitted that children do not receive enough on the 
subject at school. The survey has shown that there is a clear need for changes to be 
made to the curriculum, and that re-education of ICT teachers about old and new 
threats is required. 

Thankfully, change is coming with the current review of the secondary curriculum. 
Security aspects are being added to key stage 3 to cover some of the basic issues. 
However, the quantity and quality of the delivery is yet to be examined as the new 
curriculum does not take effect until September 2008. 
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Abstract 

Home users have become the most attractive target for cyber criminals as they are more 
vulnerable and less protected than the rest of the users. As they constitute a mostly 
inaccessible group the only information they get originates from people in their environment 
and their exposure to media. Therefore, the amount of information they possess, their 
awareness about security issues and their security practices play the key role in their 
protection. This paper presents the findings of a number of interviews with novice UK home 
users of different ages, educational level and occupation. These interviews were conducted in 
order to assess their security perceptions, their awareness of threats and security mechanisms, 
their practices in regard to security and study their opinions and thoughts of security issues in 
general. The results revealed a satisfying level of threat awareness and security practices 
which however were not enough to make users feel adequately protected or confident about 
their actions.  They are counting too much on their friends’ advice, without wanting to search 
for more information on their own, thinking that they cannot afford the time and effort 
required. As a result, they feel somewhat at risk but believe they are taking all the necessary 
actions to prevent a bad ending.  

Keywords 

Home users, security practices, security awareness 

1 Introduction 

Users of the World Wide Web and its services are dealing with the prospect of 
fraudsters breaching their privacy. In today’s online world, the amount of personal 
information that is exposed, exchanged and exploited is massive. In addition to that, 
an essential number of other threats is also a hazard for users such as malware 
including viruses, Trojan horses and worms, spyware and identity thefts by phishing, 
pharming or other Internet scams. Especially home users are starting to become the 
primary target for many cybercriminals nowadays. That is because the majority of 
them lacks the experience to protect their systems or neglect to do so considering 
themselves not to be possible targets. Since they do not protect their systems 
properly they are vulnerable to many threats and that makes them an easy pray for 
hackers and fraudsters. Therefore, security requires immediate attention and a first 
step to address it is studying the way users think, their actions, the reasoning behind 
them and how informed they are.  
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The number of attacks towards home users has been highly increased and the 
numbers speak for themselves. Symantec’s Internet Security Threat Report showed 
that 93% of all attacks were targeting home users (Symantec, 2007). The equivalent 
result of the previous 2006 security threat report was 86% (Symantec, 2006). This 
difference of 7% within the period of 6 months cannot be overlooked as it is 
extremely forewarning and it indicates how important it is to protect home users. 
Public is not aware of this new trend, where home users have become the primary 
target, falsely believing that they are less vulnerable than companies and 
organizations. However, the threats are multiplying monthly and according to Anti-
Phishing Working Group Report (2006) in December 2006 there were 28531 
phishing sites, which was increased by two thousand from October. Jaeger et al. 
(2006) assessed the awareness and understanding of spyware of 205 home users. The 
findings showed that a high number of the respondents were aware of spyware, being 
able to define it correctly and identify its risk. However, the users could not 
accurately recognize which websites have the most chances to distribute spyware. 
That indicates that home users can be at risk even though they are aware of a threat 
such as spyware. Home users also have to deal with usability problems when 
configuring the security settings as it can prove to be very difficult and tricky, and 
they have to deal with it without help from an expert such as a system administrator 
(Furnell et al. 2006). From the latter relevant research (Furnell et al. 2007) it was 
deduced that although the respondents appeared to be aware of the threats and 
employing security policies and techniques a profound study showed a lack of 
serious knowledge and understanding. Thus, a more in-depth study was needed to 
assess not only what users do but also why they do it.  

2 Interviewing novice home users 

The research was conducted by 20 interviews where all the interviewees were UK 
citizens as the research aimed at studying the home users exposed to the UK media. 
Since the last research (Furnell et al. 2007) was focused on advanced users, this 
study to assess the way the novice home user thinks, feels and reacts with regard to 
computer security issues, the way they use the Internet, and their awareness of the 
role they play in the security chain. All the results aimed at studying the user’s 
perceptions, attitudes and customs and what the users think they know and if they 
believe it is adequate for their protection.  

All the interviewees were asked to participate either by word of mouth or by email 
invitations. They were notified that the research was about novice home users and all 
the users that classed themselves as such, accepted to participate. Each interview was 
adjusted to the particular interviewee depending on the answers they provided along 
the way. Thus, there was no predefined time duration. However, all the interviews 
lasted at least 15 minutes which was the minimum time needed for covering all the 
topics. These users did not know that much, did not look that interested in the 
security topic or they just were not aware of all the advancements in the threats and 
the security mechanisms. The topics that were chosen to be discussed during the 
interview were namely, the users’ awareness of the various threats and security 
mechanisms, their knowledge about identity theft and any relevant experiences they 
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had and the sources they use for help and advice. At the end, there were questions 
regarding their overall opinion about what the interview offered them and if it 
affected them.  

2.1 Internet Usage 

Firstly, interviewees were asked about their Internet activities and then they were 
asked whether there is an activity they refrain from because it is not secure enough. 
Some respondents referred to buying online: 

It does bother me sometimes, cause I think maybe it’s not secure but I tend 
to stick because they have these little padlock symbol and I didn’t have any 
problems with it so far so I just keep going. I wouldn’t use sites I’ve never 
used before or things that look a bit dodgy and I tend to stay away from 
them. 

I always check when I buy things online that they’ve got the padlock, cause 
I know it’s the secure way of buying things online. I’m quite happy with 
sites I know, I wouldn’t use some random site if I hadn’t heard of them or 
been recommended to them. I’m a bit cautious about using the Internet and 
paying with my credit card. 

Others were afraid of downloading files from the Internet or doing online banking: 

I download songs and movies and I don’t really think about that, because I 
think that when I am using the antivirus to scan my computer that this is 
enough but from what my friends told me it’s not…I don’t really pay much 
attention in which websites I am going to. 

I don’t download anything because I am afraid of viruses. 

I’ll buy things and I’ll give them my credit card details but I’m still a bit 
worry about doing my banking online. I’ll do it over the telephone but I’m 
still not too sure about actually doing it over the Internet. 

Even though people are afraid of doing certain things like for example buy things 
online or download files they will actually do them. Of course some of them will try 
to assure first that a level of security for that particular action like making sure a 
website has the padlock symbol or scan a file for malware before opening it. 

2.2 Awareness of Threats 

The users were asked what threats they know or have heard of, and after they had 
said all they could remember, they were prompt with some other threats to see if they 
know them. As the responds showed all the interviewees knew about or had heard of 
viruses. They all recognized the name, it was the first one mentioned when asked the 
question and most of them were able to define its impacts on the system and some 
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even identified ways by which a computer can get infected. However, none 
mentioned the potential data breach where their confidential data could be stolen if 
their computer was infected by malware. A Trojan horse was the piece of malware 
less known among the respondents and although most users had heard about phishing 
they could not provide an exact definition. All of the users receive or have received 
in the past some junk email but not all of them know its different name, spam. 
Another observation is that although users were familiar with spyware a couple of 
them thought that it was a program confusing it with an antispyware. The 
interviewees after talking about the threats they know or have heard about and learnt 
about other threats as well they were asked if they were ever faced with any. 
Fourteen respondents responded positively, with one of them referring to a phishing 
attempt, six to a Trojan horse and seven to a virus. Three of these 14 respondents 
were faced with both a virus and a Trojan. From the respondents that admitted 
having a virus in the past all of them reformatted their computer, with four asking for 
a friend or relative’s help to do it. Only one took their computer to a professional and 
they reformatted it there. The three respondents that had a Trojan horse were able to 
solve their problems using their antivirus on their own.  

2.3 Security Mechanisms 

In order to protect themselves users should take some measurements and use some 
security mechanisms to do so. Therefore, it was advisable to ask the interviewees 
which security mechanisms they know, which ones they have and if they would not 
come up with many then they would be prompt to see if they know any more. The 
interviewer had in mind the following mechanisms: antivirus, firewall, antispyware 
and antispam. In order to assess the users’ knowledge of other security controls 
within applications that are not security related they were asked if they have used any 
of those. None of the users was able to come up with any such security control and 
thus, they were asked in particular about the security options in Microsoft’s Word 
and their web browser’s security adjustments. The results were rather discouraging, 
as only two have used the first one and four the second one. Almost all of the 
respondents use an antivirus with only two out of 20 not using one. The rest of the 
respondents are certain that they have an antivirus where about the firewall, the 
antispyware and the antispam there were several users that were not sure if they do 
have them. Those that do not have an antivirus were asked to justify their choice and 
here is what they replied: 

I am not cause I am not entering sites such as where you download 
programs or something. I am just reading newspapers or check things 
necessary for my coursework. As I said my C drive is totally empty so if 
something happens I just delete it and that’s all. 

I just use certain sites to download stuff and buy things, they 2 of each one 
and I don’t think I need an antivirus. I used to have one but it made my 
computer slow and I didn’t like that. 
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2.4 Identity Theft 

Another important section of questions was referring to identity theft which has 
drawn a lot of media attention lately. The users that answered positively to the 
question if they use online payment methods were then asked how they think they 
protect themselves from identity theft. Since all the interviewees answered they 
know what identity theft is, they are all aware of it as a threat and therefore were 
expected to take some kind of a measurement to prevent it. The issue of trust was the 
first and most common one mentioned. Users interact with websites they trust as they 
think that if the site is trustworthy they will avoid loosing their identity details:  

 I just use the sites that I trust. 

If you know the site that you’re using, I mean yeah I use different sites but 
when I want to put my credit card details usually it’s a real loyal website 
like from a train company or an airline company, I don’t use it everywhere. 

Others claimed that they only use sites that their friends have recommended and used 
in the past. Their friends’ advice helped them to overcome their fears about identity 
theft and be able to shop online: 

I learned from friends about two sites where you can buy things that they 
are safe and there will be no problem and I only use them. 

Others stated that in order to protect themselves they do certain things regarding the 
payment methods they use to buy stuff: 

I use my credit card and we check our credit cards very regularly. We check 
the bill every month, we got all the receipts. 

Some choose to use cards that have a limited amount of money on them in order to 
lose the minimum amount of money in case of an identity theft: 

I prefer not to use my credit card online and that means I have to se my 
debit card instead but I think that’s safer because.. it’s not like they’re 
gonna steal a lot of money, it’s less damage. 

The only good thing is that even if I use the credit card it has a low limit so 
he is gonna get a small amount of money. 

Unfortunately for e-commerce’s bloom, there were some respondents that stated they 
refrain as much as they can from using their credit cards as they feel vulnerable to 
identity theft: 

I don’t use that much the credit card that’s why (identity theft) because 
some day maybe someone gets my card and everything. 
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I am not using it a lot (the credit card) because I’m afraid they can steal my 
passwords and they can charge me but ok, sometimes when I am obliged to 
use it, I use it. 

There was even a case where an interviewee stated refraining entirely from online 
shopping was his only option. An important observation is that none of the 
interviewees felt very confident in using their credit cards. From the 18 users 
reporting that they shop online, some of them tried to avoid shopping whenever they 
could and the rest tried to be as cautious as possible. However, there was not a single 
person saying that they were not at all afraid of identity theft. Despite their fear 
though, many of them were not discouraged and continue buying stuff online on a 
regular basis. 

2.5 Social Engineering 

The interviewees had various jobs and a scenario of using a computer at work did not 
apply for all of them. However, because all the users were familiar with using a 
username and a password for an account, they were able to picture a scenario of them 
working for a company, having a username and a password to login to their work 
computers. They were first described a case of a social engineering attack by the 
phone, using a similar example of that described by Granger (2001). Then they were 
asked how they would react and whether they would divulge their login details. Even 
though the majority of the respondents would at least think about it before sharing 
these details over the phone, there were 5 people that would: 

Yes, I would provide my details, what can you say to someone superior? I 
won’t tell you? 

 I think I would that only if I knew the person (even their name). 

There were many respondents who said that in order to avoid divulging such 
important information they would use a number of ways to obtain some kind of 
confirmation about the caller’s identity. There were a couple of respondents that 
were more negative about giving away such information and only one that looked 
certain about not divulging her login information. Some stated that they would ask 
the caller’s number to call them back themselves or they would ask somebody else in 
their working environment or even ask the caller to come over himself to get the 
details: 

I feel like giving away some information could be vital and important, so I 
may not give, I may ask some questions or ask to call back in a couple of 
minutes, so that I ask some other people that are working around. 

I don’t think so. I would tell him I will be in the office in a while, I will give 
it to you myself or something, face to face I mean. 
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2.6 Phishing 

The interviewees were asked what they would do if they received a phishing email 
and also if they had any ideas about how they could tell if the email or the link or the 
website itself were legitimate. They were encouraged to share their thoughts in order 
to see if they possessed indeed the knowledge to spot a phishing attempt or at least a 
dodgy element that would prevent them from divulging their personal data. Some of 
the interviewees also talked about phishing emails they did actually receive but no 
one fall for them even if a couple of them almost did. Here are some of their 
thoughts: 

I’ve never accepted any but I don’t think I would know how to tell if it’s 
legitimate so I would visit the website from the link. 

I would visit the website but on my own, not from the link. 

2.7 Sources for help 

In order to evaluate at a small scale the advice shops offer when people buy their 
new computers the interviews were asked if they receive any advice when they 
bought their computers but none had. When it comes to if they felt they needed any 
at that time their answers differed. Some thought they did not and some others said 
they can always use some more information. Then the interviewees were asked who 
they turn to for help when they are facing a problem with their computer and 12/20 
answered friends. However, one of those 12 answered that would also consult a 
relative, and three more would also visit websites. In addition three of those 12 
would go to an expert if their problem insisted. Two of the rest answered they would 
ask for a relative’s help only and two others mentioned a colleague from their IT 
department at work. As observed by their answers, there is a trust issue even with the 
professionals that solve problems with computers because users cannot judge for 
themselves if the price they pay for their services is fair or if they are being 
overcharged. Moreover, if they can avoid the whole procedure of finding the right 
person to fix it and then pay any price they will charge them, they prefer to ask 
friends who can always trust and rely on. After that the interviewees answered if they 
know about the websites that provide information about security topics and 
guidelines and they were given the example of Getsafeonline. From the 17 users that 
were asked this question, only two knew about their existence but have not visited 
them and four others stated they have used other websites like Microsoft’s or AOL’s. 
The respondents then were asked whether they would visit these websites if they 
knew their web addresses. Seven respondents replied that they would probably visit 
them with three rating free time as the only constraint. Additionally, four respondents 
explicitly expressed their refusal to visit these websites. Two of them said explicitly: 

Because I don’t care. I mean it’s not that I had severe problems with viruses 
in the past, to be that afraid to look for information all day long. 
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It’s such a waste of time for me, it’s a good thing though… but the thing is 
that I have a few friends in my circle, who are good in computers and if I 
ask them I know they are the best guides so there is no point. 

The interviewees were asked who they think is responsible for online security with 
13 replying the end user is responsible too. It was really encouraging to hear that 
users think they have a share of the responsibility. Some respondents also mentioned 
companies and Internet or software providers and only 3 named the Government 
because they think the Internet is too wide, chaotic and shared across the world to be 
secured which is rather concerning. 

2.8 The users’ perception of their security knowledge 

In order to assess the users’ opinions about how much they know about security they 
were asked if they think they know enough about it. Eleven out of 20 answered that 
they do not know enough, seven answered that they do, although some were not very 
confident about it. Even the respondents that think they know enough are not blindly 
believing that they know everything. They are just happy with how things are so far, 
and they continue trying to be as cautious as they can, protecting their systems and 
their personal data. Here is what some of them said: 

No I think I know a little it and I am aware enough not to give out 
passwords and usernames and give out too many like credit card details 
when I am not fully confident in what I am doing but I don’t really know. 

 I know preliminary stuff but at least I can secure myself. 

2.9 Impact of the Interview 

A very important question was one of the last ones asked to the interviewee, whether 
the discussion informed them or changed their view in any way. It was expected that 
users, being novice, would think that the information provided in the interview, 
would be considered as a plus and could signal their quest for more information. 
However, only ten felt that it was informative, eight thought it was somewhat 
informative since it provided some definitions about threats or the reference to the 
websites and two thought it made no difference to them. Here are some of their 
opinions: 

Yeah, it raises my awareness about what is there and how you have to be 
alert all the time, about how resourceful people can be in social 
engineering and in tricking you. 

Yes it made me think a little bit more about security on my computer. 

No, it’s made me realize I am doing what I should be. 
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3 Conclusions 

Most of the respondents were aware of threats.  Even though they did not know 
much about all of them, they knew that they could cause a lot of damage to their 
computers. However, none mentioned the probability of a loss of personal 
information. Still, if the user knows that there are a lot of risks it is more possible to 
protect more their system. That is why some of them, the ones that after the 
interview answered they were informed, decided to change some of their habits. If 
the user is uninformed and thus unaware, then they have a false sense of security that 
prevents them from protecting more their computer. During the interview, many 
respondents were keen on knowing more about the threats and listened carefully 
while these were being explained to them. Of course there were others that looked as 
if they did not care about knowing more and thought since they did not have so far 
any problems, they were alright with what they knew up until now. As it can be 
concluded from their answers, the respondents tend in general to avoid anything 
redundant because they want to cope with everything they have in their possession. 
Some of them would like to know more and act more but without having to search 
for themselves for information.  

Regarding phishing emails the majority of the interviewees expressed even simple 
ideas on how to check the e-mail’s genuineness which is really encouraging because 
as more people are getting aware of phishing, their checks will become more 
thorough and more demanding. Of course there were also users that would not check 
at all and they admitted it, even though the nature of the question encouraged them to 
think something and say it at that time. The interviewees did actually mention some 
important things that should be noticed but will they indeed think about them each 
time they go into their inboxes? 

The fact that none of the interviewees received any advice when their purchased their 
computers is very concerning and should be the subject of a different research that 
will focus on the quantity and quality of the advice shops offer if they actually offer 
any. Shops could play a very important role in informing the users about the various 
threats and the risks associated with the use of computers and the Internet, as well as 
the ways of dealing with them. Overall, the interview provided some interesting 
findings that can be used to find the right way to approach the home users and help 
them in the difficult task of protecting their systems, themselves and thus, the other 
users. Especially them who are the most vulnerable since they are relying on their 
own power and actions to protect themselves. First of all they need to be educated, 
informed, alarmed and equipped with the right tools to ensure their computer’s 
security. But the users have to understand why it is important to maintain their 
security and then what they should be careful about, what they should be afraid of 
and how they can achieve their protection. 
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