
Chapter 1: Security 

3 

Response Mechanisms for Intrusion Response Systems 
(IRSs) 

N.B.Anuar, S.M.Furnell, M.Papadaki and N.L.Clarke 
 

Centre for Security, Communications and Network Research (CSCAN), 
University of Plymouth, Plymouth, United Kingdom 

e-mail: info@cscan.org 

Abstract 

The rise of network attacks and incidents need additional and distinct methods of response. 
This paper discusses the different type of responses in Intrusion Detection Systems (IDSs), 
Intrusion Prevention Systems (IPSs) and Intrusion Response Systems (IRSs). Using 
characteristics of responses and the relationship between responses, a more effective model is 
proposed. The characteristics of responses include the level of operations, the speed and time 
of responses, the ability to learn and the ability to cooperate with other devices. Using an 
attack time frame, the relationship between active and passive response are discussed. The 
response mechanism model distinguishes between active, passive, and different approaches 
and stages of active responses. 
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1. Introduction 

In recent years, statistics have shown that there are a growing number of intrusion 
cases reported to the Malaysian Computer Emergency Response Team (MyCERT) 
(MyCERT, 2008). The latest 6 month report for 2009 indicated a 100% increment on 
the cases reported to the MyCERT. Moreover, Schouwenberg (2008), a senior anti-
virus researcher from Kaspersky Lab BNL, reported about attacks to financial 
institutions. He described about the possible attacks, overview of the current attack 
methods and detailed attack trend statistics for financial institutions. Schouwenberg’s 
report shows that the financial institutions are also open to intrusion problems and 
pointed out that the problem is unavoidable. Also, the Washington News revealed 
that a part of a $5.4 million contract was repaid to the Pentagon from a security 
company, Apptis Inc., after the company failed to provide adequate computer 
security services (Capaccio, 2009). The high cost of the contract indicates the serious 
financial committed made by the Pentagon to prevent and secure their infrastructure 
from being attacked from other country. 

From those examples, it can be seen that the vulnerability from attackers is 
unavoidable. Since the problem is unavoidable and in conjunction with the 
continuation of attacks and intrusion problem, computer security scientists and 
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researchers are now continuously searching for the better and safer methods to 
prevent, minimize and overcome the dilemma. 

Since Anderson’s (1980) research in Intrusion Detection Systems (IDSs) and 
strengthened by the model and discovery by Denning (1987) and Denning and 
Newman (1985), researchers have been actively looking for the best method to  make 
sure IDSs perform better and more efficiently.  

To date, studies have shown that there are hundreds of published works related to 
IDSs, IPSs and IRSs (Sherif, Ayers and Dearmond, 2003; Sherif and Dearmond, 
2002). Presumably, as a result of these studies, the process of detection, prevention 
and response could be advanced in order to increase the level of efficiency and 
reliability. Whilst IDS technologies have advanced there are still areas to explore, 
particularly with respect to the need to improve and enhance the response method.  

However, there are still many limitations in the existing IDSs research. These 
limitations include: the problem of identifying false alarms (Tjhai et al., 2008), 
defining which asset is critical to be secured (Huiying and Yuanda, 2008), selecting 
which threat needs to be urgently neutralized (Zhi-tang et al., 2007), which incident 
needs investigation or which incident needs to be prioritized (Dondo, 2008) and so 
forth. In this particular context, the term incident refers to a cyber attack and 
normally starts when something suspicious is detected (Hacking-Lexicon, 2009). 

This paper discusses the multiple types of responses in intrusion detection, 
prevention and response systems. In addition, using an attack time frame, a response 
model is proposed to distinguish between active and passive zone. 

This paper is divided into five sections. The second section discusses the concept of 
intrusion detection, prevention and response systems. Using examples from 
published literature and the concept of active and passive responses, the movement 
from traditional IDSs to modern IRSs with multiple types of responses are discussed. 
The third part of this paper describes the proposed response model. Using the attack 
time frame, the active and passive zones are classified and new definitions of active 
and passive responses are proposed. In addition, the forth part of this paper describes 
a small survey and study conducted with an objective of presenting evidence that 
there are multiple types of responses applied in the existing commercial and research 
products. Final section discusses the future direction in enhancing IRSs. 

2. Detection, Prevention and Response System 

Before discussing the multiple types of response it is important to define the term 
Intrusion Detection System (IDS), Intrusion Response System (IRS) and Intrusion 
Prevention System (IPS). Currently, the distinctions and differences between these 
terminologies are still vague. In terms of response, all response mechanism in IPSs, 
IDSs, and IRSs use the same approach. For example, IDSs which perform an 
automatic active response could sometimes also be addressed as IPSs and using 
automatic reactive response IRSs also perform the similar responses.  
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The distinction between these three systems is still unclear. However, in order to 
create distinctions between them, the simple basic terminologies for the systems can 
be described as follows: 

a) An Intrusion Detection System is a system which is able to perform an 
intrusion detection process and traditionally may produce a simple warning 
and alarm when the intrusion is detected. Ultimately, the main goal of IDS 
is to detect the unauthorized use, misuse and abuse of computer systems by 
both system insiders and external intruders (Aickelin et al., 2003). The final 
goal for IDSs is to assist system administrators to estimate the state of 
system and suggest an appropriate response (Zhang, Ho and He, 2009). In 
the early days, IDS responses would only produce a passive response such 
as producing a log or notifying an administrator about suspicious activity. 
Moreover, the early stages of research in IDS are mainly focussed upon 
research in enhancing the detection processes rather than the response 
process (Sherif, Ayers and Dearmond, 2003).   
 

b) Intrusion Prevention Systems share similarities with IDSs in terms of 
system deployment and the detection method, but perform an additional 
response by blocking potential intrusion or terminating network traffic for 
the current intrusion. Therefore they can be considered as an extension to 
the traditional IDS. Normally, in order to block malicious traffic, an IPS is 
positioned in-line with the networks and conceptually is deployed together 
with firewalls or access control appliances (Papadaki and Furnell, 2004). 
Perhaps similar to proactive response in IRSs, the only unique characteristic 
for IPS is its non collaboration with other security appliances.  

c) An Intrusion Response System performs a similar function like an IDS and 
IPS by maintaining several approaches to detection and response, but use in 
addition multi types of responses with further analysis to minimize incident 
impacts.  Unlike IDSs and IPSs, IRSs offer additional functions and exhibit 
multiple characteristics of response to mitigate intrusion impacts. Not just a 
passive response, IRSs concentrate on response functions by showing 
characteristics such as proactive and reactive responses. In addition, with 
the variety of characteristics, IRSs are able to initiate collaboration between 
other security appliances, such as working with firewalls to block and 
terminate suspicious traffic, working with honeypots to collect attackers’ 
information and trace attackers sources (Wang et al., 2001), and redirect 
connections for other precautions (Yue and Cakanyildirim, 2007).  

Without differentiating the aforementioned terminologies between IRSs, IDSs and 
IPSs, from literature, the response mechanism for all these types of systems are the 
same. Using different perspectives of response taxonomy, both the IDSs taxonomy 
and IRSs taxonomy (Stakhanova, Basu and Wong, 2007; Fisch, 1996; Debar, Dacier 
and Wespi, 1999; Wang et al., 2006; Axelsson, 2000) can be clearly divided into two 
main types; active and passive responses. 
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An active response refers to a response which is used to counter an incident in order 
to minimize a vulnerabilities impact to victims (Papadaki et al., 2002). Yue and 
Cakanyildirim (2007) described proactive response and reactive response as 
something related to active response. Particularly, for proactive response, which 
refers to an action that can only be taken if there is a trusted decision made by IDS 
itself and in special cases the action can be taken immediately. In this case an active 
response can be referred to as an immediate response (Yue and Cakanyildirim, 2007) 
and for some other case the response taken is automatic and fast (Lewandowski et 
al., 2001). In addition, some adaptive, learning, and intelligent methods are involved 
in this type of action (Ragsdale et al., 2000).  

Active responses sometimes produce worst results if the response systems are not 
configured correctly. For example, an active response can generate Denial of Service 
attacks to the networks itself. In order to avoid this, the system must be configured 
confidently so that it responds with confidence. The overconfidence is one of the 
problems discussed in the decision making and is known as a decision trap (Russo 
and Schoemaker, 1989). In addition, an active response must have the capacity to 
engage a corrective response such as updating system patches automatically, logging 
off a user, reconfiguring firewall or disconnecting a port (Jackson, 1999). 

Based on different characteristics such as the level of operations, speed and time of 
response, ability to learn, and ability to cooperate with other devices, active 
responses can be divided into two main categories; proactive and reactive response. 
Proactive response is an approach that controls a potential incident activity before it 
happens rather than waiting to respond after the incident has happen. Fundamentally, 
the proactive response approach prevents a predicted intrusion incident based on 
analysis, investigation, reasoning and scientific methods. For example, a probability 
measurement is used to value the possibility of an attack happening (Stakhanova, 
Basu and Wong, 2007). In addition, a proactive response approach can predict a new 
intrusion and confidently know the method of how to prevent the intrusion from 
spreading fast.  

Cabrera et al. (2002) described two main characteristics in proactive responses such 
as temporal rules and the reporting of incoming danger. Therefore, proactive 
responses can be reconstructed into two different approaches: 

i. Using a prediction method by producing an early response to an information 
security administrator or intelligent agent system, and at the same time able 
to minimize potential intrusion impacts in the future. This approach can use 
any machine learning approaches either supervised or unsupervised 
(Kotsiantis, 2007). At least, one solution proposed by Schultz (2002) 
showed the capabilities of predicting a new attack and this technique 
perhaps can be extended to be used as input for future response models. 

ii. Using a case-based reasoning method to pre-empt incidents based on 
historical data. For example, any incident detected in real time is stored and 
later can be used as an input for future responses.  Similar to the case-based 
reasoning approach used in an IDS (Esmaili et al., 1996), but for proactive 
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response, any previous incident response will be used as a reference point in 
order to prevent a future similar intrusion. In extension, COBRA 
(Gangadharan and Kai, 2001), RedAlert (Anuar, Yaacob and Idna, 2004) 
and ADEPTS (Wu et al., 2007; Foo et al., 2005) provide a proactive 
response in order to minimize the intrusion impact on other neighbouring 
systems. Similarly to COBRA and RedAlert, a recent research by Thames, 
Abler and Keeling (2008a; 2008b) uses proactive response by updating and 
reconfiguring the firewall dynamically and periodically. 

The second category for active response is reactive response. Fundamentally, there is 
no clear definition on reactive response but it accepted as an approach where the 
system is maintained in a real-time interaction environment or by using human 
experts with automated tools to assist in finding the best responses (Fessi et al., 
2007).  

With similar objectives to proactive response, reactive response is a subset of active 
response that reports any incident detected directly to information security analyst or 
a response action is taken immediately or in real-time. Reactive response reacts only 
after the intrusion is detected. Therefore, it is suggested that there are two stages of 
responding in a reactive response situation; the first stage involves confident 
responses after an incident is detected, and the second stage, involves investigating 
and learning about the uncertain incident before further responses can be applied.  

The first stage of response acts only after an incident is detected and aims at least to 
reduce incident impacts. This first stage of reactive response is still considered 
within the active zone, a transition between proactive and reactive. The only 
difference between this stage and the proactive response is this response responds to 
the incident confidently after the incident is detected. For example, an automated 
response system using an automated system can be considered as a reactive response. 
Cooperating Security Managers (CSM) proposed by White (1996), proactively detect 
intrusions but reactively responding to the incident (Wu et al., 2007). In addition, the 
response at this stage collaborates with other security appliances such as firewall in 
order to reduce incident impacts (Hong et al., 2006). 

The second stage of reactive response applies to incidents with high uncertainty 
where the incident will be investigated and the behaviour of the incident will be 
learned before a further response can be applied. The concept is fundamentally 
proposed by Yue and Cakanyildirim (2007) who suggest that reactive response is 
defined as a response of sending alarms to the security analyst. At this stage, unlike 
the first stage, to reduce uncertainty on incident, the response is not taken 
immediately but waits for the incident to be investigated, such as, tracing the incident 
(Chen et al., 2006) or using a honeypot (Feng et al., 2003) to collect additional 
incident data for investigation purposes. This stage is a bit similar to the passive 
stage, where there is no action taken to minimize intrusion but only provides incident 
feedback to minimize intrusion impact. However, literature generally states that 
responses in this stage are categorised as an active response (Wang, Reeves and Wu, 
2001; Jang and Kim, 2002; Feng et al., 2003; Chen et al., 2006; Stakhanova, Basu 
and Wong, 2007).  
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Finally, a passive response normally aims to notify other parties about the occurrence 
of an incident and relies on the information security administrator to take further 
action (Papadaki et al., 2002).  This type of response is one of the earlier responses 
introduced in IDSs and is therefore vulnerable and exposed to the disadvantage 
where the action produced sometimes gives an advantage to attackers. The case 
study which explains the disadvantage is clearly explained by Cohen (1999). For 
certain cases, ignoring incident is also one of the examples for passive response (Yu 
and Rubo, 2008). 

3. Response Mechanism Model for Intrusion Response Systems 

In a broader context of Intrusion Response Systems (IRSs), the system is actually a 
part of an IDS. Whilst IDSs perform the process of detection, IRSs perform an 
additional type of response. In order to propose a model for response mechanism for 
IRSs, the relationships between passive, reactive and proactive responses using 
attack time frame are depicted in Figure 1 below. 

Attack Time Frame

t(n)

Intrusion
Alarm

t + t(n)t - t(n)

Reactive 
Response

Passive Response

Proactive 
Response

Feedback

Feedback

 
Figure 1: Relationship between passive, proactive and reactive responses using 

attack time frame 

Figure 1 shows the relationship between passive, proactive and reactive response in 
line with the attack time frame. The relationship between responses is made based on 
the attack time frame and contains three main lines t-t(n), t(n) and t+t(n). 

Figure 1 shows a typical time line for attack time frame where t(n) is denoted  as a 
reference point of an intrusion alarm produced by the IDS. The intrusion alarm can 
be a false alarm, an uncertain alarm or a true alarm. Since t(n) denote the reference 
point for an incident, the attack time frame produces another two stages; (i) before 
intrusion alarm, t – t(n) and (ii) after intrusion alarm, in between t(n) and t + t(n). In 
addition to the two stages, there is another stage of the attack time frame, after t + 
t(n), which refers to a stage after a reactive response. 

With a total of three stages, the attack time frame is appropriate to describe a new 
response mechanism particularly for Intrusion Response Systems. The attack time 
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frame starts from stage t – t(n), where, at  this stage before an incident is detected by 
an IDS, t(n). In this stage, the proactive response plays a big role in defending hosts 
and networks from being attacked. In this stage, before any intrusion is detected, a 
precaution action such as blocking any predicted potential incident and adjusting 
system configuration are some examples that can be taken. Based on the 
aforementioned two approaches on proactive response, this stage provides two 
critical response actions; (i) prevent any future potential incident based on prediction 
analysis and (ii) prevent attack for current and future potential attack based on 
incident feedback from passive and active response. 

In the second stage, between t(n) and t + t(n), a reactive action contributes a more 
significant response to minimize incident impact. In this stage, countermeasures like 
terminating the user, process or network traffic that has direct influence with the 
attacker is taken but only for an intrusion with a high level of confidence. At the 
same time, some collaboration between other security appliances by limiting the 
user, process and or network traffic can be another example. If there is a 24x7 
information security administrator present at the time of an incident detected, an 
immediate manual response by changing the security configuration is a crucial 
activity. However, since this is a critical stage, all processes can only be taken if the 
confidence level of the incident is very high. This stage ends immediately at the line 
of t + t(n), and if any incident cannot be solved at this stage, the escalation process 
will be sent to the next stage, which is the second stage of the reactive response.  

Unlike the previous two stages, the last stage after t + t(n) is an investigation phase. 
The stage is a continuous stage with no ending line for this stage; hence this stage is 
suitable for a non critical system. This stage uses the second stage of a reactive 
response by waiting, investigating and learning about incidents that occur before a 
further response can be applied. This stage is quite similar to the passive stage and 
previous research has categorized the responses as an active response.  

In addition at stage t + t(n), some incident feedback can be collected from passive 
responses. The responses will be combined with the current stage and act as an input 
for reactive and proactive responses. Furthermore, the feedback cycle between 
reactive and passive responses provide a bidirectional feedback from each other; 
therefore both responses communicate continuously in order to provide better 
investigation and analysis on any incident.  

In conclusion, the definition above clearly indicates that response model for IRSs can 
be divided into two main response zones; active and passive zones with additional 
four different stages in active responses (i) two approaches of proactive responses, 
and (ii) two stages of reactive responses. 

4. Product Comparison 

In continuation with the definition on the responses model, a simple comparison 
study is conducted.  The objective of the study is to show evidence that there are 
multiple types of response applied in the commercial and research products. The 
study involves 27 samples of commercial and non-commercial products. The study 
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compares between multiple ranges of IDSs which apply multiple types of response 
mechanisms. The study categorizes active and passive responses into multiple and 
different types. Figure 2 lists all related products considered in the study. 

McAfee IntruShield, Snort IDS, Cisco IDS, Bro IDS, FlowMatrix, IBM Proventia Network IPS 
Series, Prelude Hybrid, DefensePro (APSolute Immunity), StoneFate IPS, TippingPoint, 

SecureNet IDS/IPS, Security Metrics, iPolicy, Juniper IDP, Strata Guard (StillGuard), 
DeepNines IPS, netfence sintegra, Proventia Desktop, CA-Host Based IPS, PHPIDS, 

SAMHAIN, Symantec Critical System Protection, Osiris, McAfee Host Intrusion Prevention 
for desktops, Untangle, Dragon Intrusion Prevention, OSSEC 

Figure 2: List of products involve in the study 

The products surveyed are chosen based on the product details found in white papers 
and articles published in the Internet. The details about the products vary and 
additional information about the product can be found directly from the product 
websites. Presumably, misclassification of the responses in the survey is considered 
low, but there still is some minor error. The product detail is correct on the day the 
data is collected which was until 18 April 2009.  

The study found that most of the products apply passive response and active 
response but not all products have reactive and proactive response. The study also 
found that there are fewer systems which adjust their real time configuration to 
proactive response, but most of them do collaborate with other system to minimize 
the intrusion impacts. The approach is still the same where additional appliances are 
used to support the response from an IDS.   

The study also found that there are only 4 out of 27 products which use a mobile as a 
passive response, and most of the products are using HTML (100%) and Syslog 
(96%) as the main approach of the passive response. In addition, the percentages of 
the total 27 products using other approaches of passive response are: 48% for email 
(13 products), 11% for pager (3 products), and 33% for SNMP (9 products).  

For the active response, the study is divided into 6 categories, which are, blocking, 
adjusting, collecting, collaborating, manual alteration and escalation to senior 
administrator for further investigation. For blocking, the product has the capability of 
blocking traffic and user from accessing the system. In addition to that, for adjusting, 
the study looked at the ability of the product to adjust the configuration and system 
automatically. For collecting, the study looked at the ability of the product to collect 
incidents information actively. For collaborating the study looks at the product’s 
ability to collaborate with other appliances such as firewalls or other central 
monitoring systems.  Finally, for system’s manual response, the study will count if 
the product studied contains a manual response and allowed an administrator to 
adjust the configuration manual. Out of 27 products, the study shows that the 
percentages are 89% for blocking, 41% for adjusting, 100% for collecting, 70% for 
collaborating and 100% for both manual alteration and escalation to senior 
administrator for further investigation.  
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5. Future works and Conclusion 

This paper studied the IRS by explaining and comparing the response mechanism. 
Even though the response mechanism model is not complete, especially on defining 
the other influencing factors for the model, the model clearly defined that response 
can be divided into two main responses, active and passive and other stages of 
proactive and reactive response. 

In addition, using multiple literature comparisons, different perspectives, 
taxonomies, comparisons and relationship studies between types of responses, active 
response clearly can be divided into two other responses, proactive and reactive. 
Proactive is a response responding before an incident happen and reactive response is 
a respond after an incident happen. Moreover, the different examples of response 
mechanism, proactive and reactive response can be extended to have two other 
approaches and stages. Using attack time frame, the distinction between proactive 
and reactive response is explained. 

This is the early stage of the discussion on enhancing IRSs. The response model is 
derived from the discussion made above. Clearly, there are many other issues which 
are not addressed in this paper, especially on the influencing factor for the IRSs. 
There are also issues that need to be explored and there are other practical issues that 
need to be addressed, such as an estimation of potential threats and how to define and 
increase the confidence level for each incident and estimation process. 
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